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TIME-OPTIMUM CONTROL OF NUCLEAR REACTORS
WITH VELOCITY -LIMITED CONTROL DEVICES

by

Thomas P. Mulcahey

ABSTRACT

In today's world of bigger and better mouse traps, the trend toward
complete automation is brought about by several factors, three of which
are economics, safety, and speed of response. The problem undertaken here
is to devise a time-optimum automatic controller for a nuclear power re-
actor which should be consistent with the safety policies of the Atomic
Energy Commission.

An automatic controller designed to be "fail-safe" and time optimum
in its response is then justified as being economic if its presence manages
to eliminate one serious accident which might otherwise have occurred or
if better utilization of the power plant is obtained.

Since there is no single controller that will give optimum response
to all reactor systems, a particular model of a reactor is established. It
is based on the power system of the fast reactor EBR-II. In the model used,
the coolant flow rate is assumed to be approximately linear with power. The
resultant power reactivity feedback then assumes the approximate form of
the natural logarithm of the power. The model of the control devices
assumes a ramp rate of reactivity insertion for changes of power level.

In order to establish the method of operation of the desired controller,
three main methods of analysis were used. The first involved the analytical
solution of the fast reactor kinetics equations with one group of delayed
neutrons and a feedback proportional to the natural logarithm of the power.

In the general development of the analytical solution, a stage is reached
where other solutions are possible for reactivity feedback expressions other
than the natural logarithm of the power. One such possibility involves the
logarithm plus the square root of the logarithm of the power, but since it
was not of direct interest, it was not fully developed. Another possibility
reduces to a form which can be found in the literature.

The second method involved the analog computer simulation of the
six-group delayed-neutron kinetics equations with feedback. The effects
of feedback delay time constants were investigated with this method.

The third method consisted of the solution of the one-group and six-
group delayed-neutron kinetics equations with feedback by use of a digital



computer. This method was used as a measure of the range of validity of
the analytical solution and as a means of improved accuracy over results
obtained with the analog computer.

The results that are obtained from the analyses indicate that the
one-group analytical solution can predict the final power levels for a par-
ticular transient and, as such, could be used to obtain design information
for an optimum controller which uses as its basis of operation the meas-
urement of elapsed time.

The six-group solution methods not only enable a prediction of the
final powers but the transients, and, as such, should be the methods used in
producing the information necessary for a design of an optimum controller
which uses as its basis of operation the measurement of power level.

For reasons of safety, it is concluded that the power level based
controller is the one that should be adopted; thus, the methods involving the
six-group delayed neutrons were used to establish characteristic percent
overshoot values. During a transient, these percent overshoot values are
applied to the new desired power level to determine when reversal of the
control element should take place. In the model of the proposed controller,
the generated percent overshoot values are added to the new power level
reference value to give a fictitious power level reference for the controller.
Upon attaining the new fictitious power level value, the overshoot generator
is switched off and the controller then converges on the new desired power
level value.

I. INTRODUCTION

The design of control systems for nuclear reactors is a large and
everchanging subject in which the best methods of control for a particular
reactor may be dictated by the type and use of the reactor. But any method
chosen for control must meet the overall governing philosophy of " super-safe
operation" as established and enforced by regulations of the U. S. Atomic
Energy Commission.

Even for reactors of the same type and use, there may be differences
in methods and types of control. Information from earlier models or proto-
types is used in improving the design characteristics of later models so that
better economy or better performance is achieved.

At the present time, the development of reactor control systems is
in the "semi-automatic" stage, in that some functions of reactor control are
completely automatic while others are strictly manual. This is especially
true for research reactors, training reactors, and small power reactors, for
which there is some degree of automation in maintaining a power level once



it has been reached by manual control procedures. For most of the larger,
high-power reactors under construction, plans require complete automatic
control during power-level changes. Although the controls will be automatic,
the usual plans call for rates of response that are slow in comparison to the
rates at which the reactors are capable of performing, thus allowing errors
to exist in the desired output for short periods of time. The exceptions to
these slow response rates in the high-power reactors are the power plants
associated with the nuclear rocket propulsion systems. Although these
projects are of a classified nature, it is apparent by their very nature that
in these systems, the propellant utilization factors must be taken into account;
any waste of propellant while increasing the power up to the operating point
must be paid for by decreased operating time or performance.

In still another class of reactors, such as for military purposes, the
economy of operation is not as important a factor as the performance char-
acteristics of the system. In military reactors, the full power output may be
demanded on a very short notice. As a result, a military reactor may be
operated at full power at all times and the excess power above that actually
needed dumped by a bypass system. A control system capable of very rapid
changes might be very useful, not only for performance reasons as in the
case of rockets, but for economic reasons, such as increasing the core life -
time in a nuclear submarine.

The only conceivable control system that would be acceptable for
controlling a fast-response reactor system such as for a rocket or properly
utilized military power plant would be a completely automated one. Com-
plete automation of control systems is desirable also in other fields not
connected with the military or space applications. In the operation of mod-
ern electric-power-generating plants, both conventional and nuclear, the
trend is to automate all of the controls that are necessary for normal oper-
ations. The automation serves several functions, one of which is the removal
of the plant operation from human error by the inclusion of fail-safe auto-
matic controls. This is a safety feature as well as an economic feature in
that under fail-safe automatic operation, any potentially dangerous situation
can be rapidly recognized and avoided.

Any down time caused by human error or failure of a control compo-
nent can be very expensive; damaged equipment due to human error may
cause long periods of inactivity. Thus, on an economic level, complete
automation may pay for itself many-fold during the periods of operation.

In order to perform the task of complete automation, the dynamic
characteristics of the particular system under study must be known. Since
the only way to "know" a nuclear system is through actual operation and
measurement of the necessary parameters, any work performed on an auto-
matic control system for an untried reactor power plant system is based
only on an educated guess. In the case of a reactor, the unknown quantity is
the mechanism of reactivity feedback. This mechanism and the kinetics
equations will determine the dynamic response of the reactor.
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In general, two basic approaches are used to obtain the desired re-
actor responses for changing power-level demands. The first is to design
into the reactor, itself, feedback characteristics which accomplish the de-
sired control. An example of such a system would be the molten-salt Air-
craft Reactor Experiment, for which the reactor temperature coefficient
was such that the reactor maintained essentially a constant outlet temper -
ature regardless of the power demand. Here, more power could be obtained
simply by increasing the extraction of heat from the circulating molten salts.

The second method, the one most generally used, consists of the in-
sertion or extraction of reactivity by means of control devices that either
contain nuclear poisons or fuel, or that change the geometry factors of the
reactor.

The first method of control, although highly desirable, has not been
put into general use because of the difficulty in obtaining design feedback
characteristics and because of the conflict in purposes of reactor design.
The second method allows more flexibility in the design and operation of
the reactor and, as a result, is considered the conventional one.

Most power reactors use either the insertion of fuel or poisons as
the main source of control. The control devices move in or out of the core
area to establish a power change within the reactor.

Based on the physics calculations alone, reactors are capable of
changing power levels extremely rapidly if sufficient excess reactivity is
available. Thus, the control of reactors during transients is based on con-
trol of the excess reactivity present within the core. The excess reactivity
is dependent on the difference between the reactivity inserted by the control
device and the feedback reactivity generated by internal changes within the
core. The faster the control device moves, the more excess reactivity there
will be in the core and the faster the power will change.

One of the main safety difficulties in changing the power level of a
reactor by a large factor in a short time is the generation of thermal
stresses within the core. If the rate of change of power is restricted to
values below which the generation of thermal stress is no longer a problem,
then the only other major safety problem is that of maintaining the power
level below the maximum permissible level.

As long as a reactor controller (manual or automatic) operates
within the range of the safety limitations, the control problem in changing
operating power levels from one desired level to another is one of establish-
ing the two following items:

1. the rates of reactivity insertion;

2. the time integral of these rates or the total reactivity that must
be added to achieve the desired change.



Since the rates or the range of rates of reactivity insertion are fixed
during the design and construction stage, the problem of achieving power
level changes is in knowing when to start and stop the reactivity changes.
These start and stop times are called switching points. If, in the design of
an automatic controller, the switching points can be selected to obtain a
minimum time between the leaving of one steady-state power level and the
arrival at another, the controller will be a form of optimum controller.

In this investigation, an attempt was made to combine the ideas of
fully automatic control and time-optimum control to a power reactor. The
Experimental Breeder Reactor-II (EBR-II), presently being completed at a
National Reactor Testing Station Site in Idaho, was chosen as a model. A
reactivity-feedback model of the reactor under normal planned operation
(see Appendix C) was developed and combined with the fast reactor kinetics
equations to produce a method of operation and the requirements for a min-
imum time controller. Since the model is that of the EBR-II, the on-off
characteristic of the control rod drive motors (see Appendix B) restricts
the method of operation of the proposed optimum controller to that of the
on-off type. The method proposed for achieving the desired optimum re-
sponse is not proven mathematically to give the time minimum trajectory
between operating power levels, but since it utilizes the principal of apply-
ing the maximum available acceleration and then the maximum available
deceleration to the rate of change in power, it can intuitively be considered
the optimum. Since the controller will be of the on-off type, the inherent
dead zone may allow an error in power level to occur, but this error can
be adjusted by control of the dead-zone bandwidth to achieve any desired
degree of accuracy.

An example of the operation of the proposed controller is as follows.

Assume a reactor is operating at a steady-state power level and a
signal is received to increase the power level of operation to a new, higher
value. The controller then starts inserting reactivity at a ramp rate by
control of one or a sequence of single control elements. The reactivity
continues to increase until the criteria set up for the reversal time of the
control element have been reached. The controller will then reverse the
control element and thus decrease the excess reactivity until the criteria
for the shut-off point have been reached. (The process could conceivably
continue for more than two switch points, but for simplicity, it will be as-
sumed that two are sufficient,) At the end of the reactivity-reversal period
(time of the second switch point), the control element will be stopped and
the reactor should be within a fixed percentage error of the new desired
power level. Figure 1 illustrates this action.

Two main bases can be used as the criteria for the switching points.
The first is a time base whereby the movements of the control elements
would be based on a specified time interval for reactivity insertion and a

il
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specified time interval for reactivity withdrawal to achieve the desired
power level change. The main disadvantage of this basis is that the con-
troller loses contact with the actual changes taking place within the re-
actor, and any slight change in reactor
parameters may cause large errors in
the final power.

100

75 = The second basis that could be
utilized for the switching criteria is

that of measurement of power level.

For this basis, the reactivity would be
inserted for the length of time necessary
25 to achieve a predetermined power level

Percent

50 —

and then reversed until the power level
has attained the new, desired state. The
predetermined power level at which the
TIME t| 2 reactivity reversal occurs may, and in
all probability will, be different than the
new, desired steady-state power level.

POWER LEVEL,

The purposes of this investigation
will be to determine which of the bases
for switching should be used and try to
establish the relationships between
0.25 — (1) the switch times and the changes of
power level; and (2) the switching power
levels and the changes of power level.

REACTIVITY INSERTION, §

To acquire the design information
0 | | for the minimum time controller, three
t t main methods of analysis were used. The
TIME ! e first was to obtain an analytical expres-
sion for the.one-group fast-reactor ki-
Fig. 1. Optimum Controller netics equations with feedback. This
Action method is basically limited to the range
of conditions or restrictions for which
any one-group solution is valid. This procedure also involves other assump-
tions and simplifications which must, of necessity, be checked by other
means. The second method consisted of an analog computer simulation of
the kinetics equations to establish the effects of feedback-delay time con-
stants and to investigate the relationship between the switching conditions
and the initial and final conditions. (The analog computer presents a
graphic representation of the operation of the reactor under varying con-
ditions.) The third method was used as both a form of verification and
definition of the range of validity of the as sumptions made in the analytical
solution, and as a method for accurate computation of the six-group delayed-
neutron reactor kinetics equations with feedback. It consists of the use of
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an existing digital computer program for the solution of the general kinetics
equations. The accuracy capability of the digital computer are needed in the
investigation of the relationships involved between the switching-point power
levels and the initial and final power levels.

This investigation, although applicable to other reactors, was origi-
nally an outgrowth of a preliminary analysis of the EBR-II power-plant
system (see Appendix A) to determine the control parameters and their
approximate values at different power levels, and the sequence of control
of the different power transfer loops involved.

The next section of this report is devoted to a survey of the literature
dealing with the kinetics equations with feedback and their possible analytical
solutions.

The following three sections consist of the solutions to the kinetics
equations by the three principal methods outlined previously and an adapta-
tion of the analytical solution to take into account the switching of the reac-
tivity at the designated switching points.

Each of the solution methods assumes a ramp input of reactivity and
a "logarithm of the power level" feedback except for two subsections under
the analytical derivation. One of these is a solution to the zero-power kinetics,
and the other assumes essentially a step input to the "log" feedback model.

The last two sections consist of the conclusions and the proposed
controller design, and the generalized results.
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II. REVIEW OF THE LITERATURE

The reactor transient equations were published for the first time
by L. W. Nordheim(l) in 1946. Since then many more elegant approaches
have been presented, such as that by Harry Soodak.(2 Also, since their
origin, the usefulness of these equations has been improved by the ac-
curate measurement of the delayed-neutron parameters. The first of
these improvements was made in 1948 by D. J. Hughes(3) and the second
in 1958 by G. R. Keepin and T. F. Wimett.(4) The data presented by
G. R. Keepin and T. F. Wimett also indicated that there were only six
important delay groups that needed to be considered for normal tran-
sients. But, due to the complexities involved in using these six groups,
the one-group simplifying approximation is still in common usage and in
all probability will continue to be used.

There is another simplifying maneuver which can be performed
that in some respects is comparable to the one-group approximation. It
consists of averaging the lifetimes of the delayed neutrons with those of
the prompt neutrons. The averaged lifetime is then used as a method
of eliminating the need for carrying the delayed-neutron fraction terms
in the basic differential equation governing the growth and decay of the
neutron population. This simplification, however, can only be used for
slow transients where there would be enough time for all the delayed
neutrons to contribute to the average lifetime. (5)

Many analytical solutions and approximations to the six-group
and simplified forms of the kinetics equations have appeared. The large
majority of these have been prepared from the linearized equations and,
as a result, do not consider any feedback-reactivity mechanisms that
might be present during power range transients.

Of the publications that consider feedback mechanisms in con-
junction with the kinetic equations, the large majority involve the use of
either an analog or a digital computer for simulation or analysis. Under
the present "state of the art,' these forms of analysis are justified in that
they are the only ones that give answers in a reasonable time. It must be
pointed out that there is no general feedback mechanism applicable to all
reactors. In fact, very little work has been done in correlating feedback
mechanisms between reactors of the same type; the exception to this deals
with Boiling Water Reactors. 6) There are many reactor kinetics codes
available. Most of these are listed in the various computer code abstract-
ing publications.

Since one of the main approaches used in developing a solution to
the problem of the design of a minimum time controller for a power range
reactor is an analytical one and since the methods of analog and digital
computer simulation are well documented elsewhere, only those few publi-
cations considering analytical developments of the kinetics equations
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involving feedback-reactivity mechanisms are of interest and will be
reviewed. For a summary of the other aspects in the analytical develop-
ment of the kinetics equations, including a discussion on stability, the
reader is referred to H. B. Smets.(7)

The reactor models considered up to this time in conjunction with
analytical treatments of the kinetics equations fall into four categories
depending upon the postulated scheme for power extraction. Each scheme
is based on the assumption that the reactivity feedback is proportional to
the temperature of the reactor.* The four possibilities for power extrac-
tion are as follows:

1. adiabatic, i.e., no power removal;

2. Newton's Law of Cooling, i.e., power removal is proportional
to the temperature difference between coolant and fuel and
assuming no flow changes;

3. constant-power extraction;

4. circulating-fuel reactors.

The adiabatic model is usually considered as a separate entity,
but it could be considered as a special case of both the Newton's Law of
Cooling model and the constant-power extraction model in which the flow
is zero. Fuchs and Nordheim developed the model independently for rapid
transients. A law that was also stated in connection with this model re-
quires that the temperature feedback reactivity generated in an excursion
be twice that required to cancel the added reactivity.

In 1949 H. Soodak(s) obtained an approximate solution assuming
that the feedback reactivity was a linear function of temperature and that
cooling was proportional to the reactor temperature. The input reactivity
assumed was a step function, and the solution was obtained by lineariza-
tion of the kinetics equations. J. Chernick 9) also used Newton's Law of
Cooling, but neglected to specify as to whether he was including the effect
of the delayed neutrons in the average lifetime. R. S. Margulies(lo) ex-
panded on the work of J. Chernick by considering the delayed neutrons.
He also applied what amounts to an initial step increase in reactivity at
time zero.

W Rl Ergen(“) and later J. MacPhee(lz) presented an analysis
of a circulating-fuel reactor. J. M. Stein(13) worked on the constant-
power extraction model.

*The models utilizing other forms of feedback such as fuel element
bowing and void or bubble formation are again only solvable by com-
puters. Early work in this realm by J. M. Stein and later work by
U A lie 6) may be found in the literature.
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In 1959 H. B. Smets(14:15) presented a topological method for at-
tacking the adiabatic, constant-power-removal, and Newton's Law of
Cooling models, using step and linear reactivity variations.

An analytical approach which holds promise for design of control
systems in which a particular power-level trajectory is desired was
presented by C. R. Bingha.m(16 in 1961. The approach used here was to
find an expression for the reactivity difference between that injected by
a controller and that removed by reactivity feedback to obtain the de-
sired response.

Another review of the nonlinear reactor dynamics problems is
presented in Reference 17.

A close look at the four models presented indicates that a fifth
model exists and could be considered as a modification of the Newton's
Law of Cooling model. Inthis itis assumed, not only that the heat transfer
is proportional to the temperature, but that the coolant flow is varied as
a function of the existing power level. For this model, which is the model
to be investigated, no literature has appeared to indicate an analytical in-
vestigation. This literature study indicates that the solutions to the reactor-
transient equations with feedback and in terms of well-known elementary
functions are limited to a very few physical situations. In order to gain a
more thorough understanding of reactor kinetics under varying conditions

and to attempt to fill existing gaps in present day knowledge, more work in
this field is needed.



III. ANALYTICAL SOLUTION

A. Solutions of the Fast Reactor Kinetics Equations with Feedback

1. Solution for a Step Plus Ramp Reactivity Input

This section consists of the analytical development of the fast
reactor kinetics equations with feedback and a step and ramp input. A gen-
eral feedback expression is utilized until the development can proceed no
further without a specific expression. At this point, two specific functions
are substituted. One corresponds to the zero-power kinetics and results
in the same expression as that obtained by J. J. Syrett(ls) with his source
term set equal to zero. The other uses the natural logarithm feedback
expression developed in Appendix C.

The space-independent reactor kinetics equations in the ab-

sence of an external source and under the assumption of one average group
of delayed neutrons may be written as follows:

dn _ p-B

E= e n + A\D C (1)
dD
—é?=ﬂ—in->»D 3 (2)

where n is the neutron density; D the delayed-neutron precursor density,
A the decay constant of the delayed neutrons, and

5 = g

where [ is the prompt-neutron lifetime, B the fraction of delayed neutrons,
and keff the ratio of the number of neutrons in one generation divided by
the number of neutrons in the previous generation. But

keff - 1 _ Kexs
keff Keff

p:

where kexs is (keff - 1). Now, with the assumption that the excess multi-
plication factor kexs be much less than one, keff is approximately one,
and kgyg and the reactivity p may be used interchangeably.

The simultaneous solution of Equations (1) and (2) gives the
following result:
dp

2.
ﬂ*it—;l‘i'(ﬂ*)\"l'ﬁ—p):—:-()\p‘f‘g)n:() . (3)

157
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If we divide p into its two components, P;, the reactivity input
and p,, the reactivity feedback (i.e., P = p; - P;), Equation (3) becomes

_dzn dn dp, dp,
X = = SR L = —_—  — = . 4
Y/ o + [L*\ + B (p1 - P2)] R I:X(pl p,) + = el [ 0 (4)

For a fast reactor with a constant-speed "control rod" and a
reactivity feedback which is a function of the power level, the following ap-
proximate values may be inserted into Equation (4). Equation (5a) is the
representation used for the reactivity input as a function of time for a
constant speed "control rod."

[ S } (53-)
Bz = Pz(n) ) (5b)

2X =8 x 1078 sec g

A= ORI meett 8
B = 0.00735 ;
D=8 x 1077 Ak /k/see. . ;
a = a constant equivalent to a step input; @ att = 0 will
equal flm)) e & = @ 4
L*¥)\ = 6.48x 1077
and
2 d
B R kiE e 107V e I o
Ghi dt
dp,(n)
-{0.081[a+7t-p2(n)]+7_ ;t TR ) B (6)

Noting that the value of £*)\ is 6 orders of magnitude less than f, it can be
neglected. Also, for t = 0, the reactor has been operating at a steady state,
the excess reactivity equals zero, i.e., p; - P, = 0 = & + YVt - P,(n), and
the following equation results:

g BE dp,(n
8x108d—:+7.35x10'3d—n-+[-3x10'5+%:‘n=0 (7)
t
dp,(n)

It will be noted that if is small compared with 3 x 107>, the value of

dt
the coefficient of the second derivative term is several orders of magni-
tudes less than the coefficients of the other terms. Then if the value of
the second derivative is small, the second-order term may be neglected.



By neglecting the very small terms above, the equation is sim-
plified to the following:

{B - [o + 7t - pyn)]} %‘--n{x[a+w-pz(n)]+v - d—pdzil)}= o . (8

In a reactor, the power level is directly proportional to the
average neutron concentration n, i.e.,

Power = an
For simplicity, a new variable A will be defined as the fraction of power
level of operation of the reactor, i.e., A = n/nlOO% power" The feedback
term p, is now a function of the fractional power level, and Equation (8)
can be reduced to the following form:
[B-a-7+pa)]A=a{ra+vt-pA)]+Y-pA)) . *(9)

Since

play = SE) ARSI A (10)

and if AA f 0, it is possible to multiply Equation (9) by I/AA, which be-
comes the following:

B-oa+pla) 7 AN At
= —-Kt+p(A)—[Xoc+7—7\p(A)+>ﬁ/t]dA : (11)

Division by AY and defining
v A=x , (12)
gives the following equation:

L [p-a o)+ Syl Sy - TR RCIE A

The equation will be recognized as a linear first-order equation in y with
variable coefficients.

If the following substitutions are made, Equation (13) can be
recognized as that of Abel's differential equation of the second type:(lg)

*The dot () notation refers to a derivative with respect to time only.
The symbol (") will be used to denote the derivative with respect to

the function variable, i.e., n'(e) = d—géi) or £'(n) = d—i—%—n)-

1o
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b)) = 7= [B - a + o] + 5 2200 (14)
66 = = (15)
) <& + L 22t (16)

[y + g(x)] y' = fi(x)y + fo(x) (Abel's differential equation (k)
of the second type).

To solve this equation, the procedures listed in Reference 19
are followed. Substituting

y(x) + glx) = 1/U(x) (18)

into Equation (17), Equation (19) is obtained:

U' = [hy(x)]U? + [hy(x)] U3 (19)
where

hy(x) = -g'(x) - fi(x) (20a)
and

hy(x) = fi(x) gx) - folx) . (20D)

Equation (19) is now Abel's differential equation of the first type as found
in Reference 19, p. 25, part d. If the substitution of Equations (21) and (22)
into Equation (19):

U(x) = n(€) (21)
where

€ = [hy(x) dx (22)
is made, Equation (23) is obtained:

n(E) = 22 (8) m(E) + T(E) (23)

h,



Another substitution is then made: Equation (24) into Equation (23),

ME) = -t +(24)
bREn(E)
so that Equation (25) obtained:
teeh e 2@ =0 (25)

where

R e e e

and where

¢+ (Lot - nblax - g0+ B2 .55 B BT )
It will be noted that if p(x) = a constant or plx) = (A: b5 @15,

-};—Z(x) = Ph—Z(Q) = Bal cons fanBE=RTS (28)
and Equation (25) can readily be solved:

€=Kiln’t\+C1lt\+Cz ) (29)

h
There are several forms ofg2 (x) which give Equation (25) a
2

form for which a solution can be found. Two of these forms will be

discussed. s
Case I and Case II are the already mentioned solutions of Equa-

h
tion (25) when f- (x) = K;j (a constant).
2

For Case I, p(x) = C,, the constant Kj is found to be as follows:

s - —i- : (30)

A

*This t variable is not the time variable t in the initial stages of this
derivation, but a dummy variable used to maintain a correspondence
to the derivation found in Kamke. 19

2l
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A}
And for Case II, p(x) = C In &x,

1 B
KZ=--5L'—'———‘_A— 5 (31)
Woar N

Equation (29) is the solution of Equation (25) obtained by substitution of
Equation (28), i.e.,

A )
GER () BTG R= R0

It is now necessary to perform the previous substitutions in the reverse
order to obtain the answer in terms of x and y. During these substitu-
tions, it will be noted that Equations (24), (21), and (18) can be combined
to form the following:

nE) = - —— = Ulx) = —— 7 (32)
t e yG) + g)

Sted) = v rek) (33)

al y(x) +elx) (34)
er(t)

From Equation (29),

ey =2y, . (35)

t

If i'(’t\) is eliminated from Equations (34) and (35) and the result solved

for @, the following result is obtained:

t- C—l [Ki + glx) + y(x)] . (36)

If this value of ,t\ is substituted into Equation (29) and the value
of € from Equation (27) used, the following answer is obtained:

+Ki1n{c—11 [K ) - -yt @]} Koyl + Gy = BE L (37)

This result can be reduced to simpler forms for the two cases
under study. By means of the reverse substitutions and rearrangement of
the resultant equation, the result for Case I is expressedas Equation (38b):



Case It

p(x) = Co (38a)

BA
A= {exp [% (ﬁ + % +YC, - %)]} (E"’o%cé';—v_g(l ; v) - (3EB)

This equation can be further simplified by combining the terms involving
the constants into one term, Cj, i.e.,

(+2)

A = Cj; [exp(- At)] <ﬁ_—1——> +{(29)
where

- +Co -Vt
o et
C; = [exp (1 A BT- +3>\C2>] (VC,)

For Case II, the final result is similar in form:

1 (+75)

A
__V_B_A S YrrE dnba
e

A = C4 [exp(-At)] , (40)

where

AR
(1+ — >
G- [exp (xcz+ e ﬂ <Vc1) i
¥+ Al

2. Solution for a Step Reactivity Input

In obtaining the solutions (39) and (40), we have assumed a
positive ramp reactivity input as a result of assuming VY to be positive, but
the equations should hold if Y is negative. In fact, if a positive ramp input
is used until time t and then the control element is reversed to put in a

*This is the same equation as that developed by J. J. Syrett,(lg)
where his source term is set equal to zero.

23
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negative ramp of reactivity, the solutions (39) and (40) should still be
valid, but the sign of ¥ should be changed. Should the rod be stopped, the
value of ¥ will be zero, and another solution must be found. The deriva-
tion of this solution is much simpler and proceeds as follows:

In Equation (9), the value of ¥ is set equal to zero and Equa-
tion (41) is the result:

[B-a+ pa)]A = A{Xa- p(a)] - p(a)} . (41)
dp(A .
Since p(A) = fi)—,(A) (fi_? = ;')(A) A, it can be moved to the left side of Equa-

tion (41). Then, dividing by AA, we obtain Equation (42):

A [B-a+p@)]+ pla) = 55 Dha- aela)] (42)

Rearrangement of Equation (42) shows it to be a first-order linear equation
in

dt _ B-a+ pla)+Apa)

(43)
dA Alda - xp(A)]
This equation can be partially solved by direct integration:
o B+A pla)
i o= fXA dA + fXA[a S dA (44)
el e B 1 1 [_pla)aa
S s [ s e
where
1 p(a) e de el A
Xf[a_ — Xfa_p L e - pa)] . (46)
Thus,
el 53 : e i
t= -3 (Aln- p(a))) + fo[a = (47)

The last integral can be evaluated only f01"\ a given function of
p(A). Since the function of prime interest is p(A) = C Iln 8 A, the value of
the integral is as follows:

dA A
f—/\___z-%ln(a-CInéA)-%an23 : (48)
Afla - C'ln 6A] C



25

where K, is the constant of integration. The resultant value of t is as
follows:

il A A 1
e {ln[A(oc -C IndA)] + —g- In (a0 -C 1néA)} =K (49)

Multiplying by -\ and taking the antilog of both sides of the
equation gives Equation (50):

- A A
S Ky Ala - CndA] c . (50)

Equation (50) indicates that in the limit as t approaches infinity, the value
of A will be determined by the equation

A
C InbA = a . (51)

where a is determined by the initial condition at the beginning of the time
period under analysis.

Another form for Equation (51) is

A

A = M g (52)

In summary, in this section the step and ramp input fast reac-
tor kinetics equations with feedback were developed to the point at which
specific functions had to be inserted to achieve a solution in terms of ele-
mentary functions [Equation (26)]. Two elementary feedback expressions
were used. The result corresponding to the zero-power kinetics case is
represented by Equation (39). The result with a natural logarithm of the
power (Case II) is represented by Equation (40). The result with only a
step input with a "log" feedback is found in Equation (50).

B. Evaluation of the Switching Points

In the preceding section, a solution to the fast reactor kinetic equa-
tions has been obtained with use of the natural logarithm of the power level
(see Appendix C) as the feedback reactivity expression.

It is planned to use the solution presented to determine a switching
criterion whereupon a time-optimum transient would occur in the changing
of steady-state power levels in reactors. In the equations, the switching
is accomplished by changing the sign of V¥ from positive to negative and
will occur when a desired time has elapsed or a specific power level has
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been reached. A second switching will occur at the designation of a time
duration or power-level attainment or when the excess reactivity reaches
a value of zero. The control mechanism is then temporarily deactivated,
allowing the reactor to "steady out" at the new steady-state condition.

In the practical use of Equations (40) and (50) to solve the problem
of reactor kinetics involving switching, three or more time zones of in-
terest occur. For the case of increasing power level, the first zone is
from t = 0 to t = t;, i.e., the period when 7V is positive. The second
zone consists of the time from t = t; to t = t,, i.e., the time while 7 is
negative. The third zone (if only 3 zones are considered) is for t greater
than t, i.e., when the rod motion has been stopped altogether and the
of rod motion is zero.

During each of these time zones, the constants involved in the uti-
lization of Equations (40) and (50) must be changed. The first constant to
be discussed is .

il Evaluation of the Constants for the Three Main Time Zones
of Interest

The symbol a in the original analytical derivation was in-
cluded as a matter of course to give a solution for a more general input
situation. In the physical sense, & in Equation (5) represents a step re-
activity input occurring at time equal to zero. In the mathematical sense,
it is a parameter specifically evaluated in terms of the initial conditions
for each time zone of interest involved in this kinetics problem. The pur-
pose of a and its method of evaluation concern the value of excess re-
activity p in the reactor kinetics equations. The restriction that will be
used for switching between time zones is that p must remain constant at
the switching junction. Prior to the first time zone, the reactor has been
in the steady-state condition, i.e.,

REWU = @y = oy = @ e - [Pz(n)]tzo , (53)

so that

a = [padn)],_ (54)

0
or, when applied to the specific model used,
A
ay, = Clnda, , (55)

thus giving p the form

A A
Bry = €0 (6Ag) + YVt - CIndA (56)



for Zone 1. In a more simplified form,
A
pzy = Vt- Cmn(A/A) . (57)

At the first reactivity reversal time, i.e., the time when V
changes sign from + to -, the value of a is changed to include another term.
This is necessary in the mathematics in order to maintain the value of the
excess reactivity constant while transforming to the new equation in which
Y is negative.

The term which is added is obtained in the following manner:

The reactivity added to the reactor (above 10% power) results
from two main sources: the initial power level of operation,

A
plt =0) = Clnda, (58)

and that added due to control rod motion, Yt, thus making the excess re-
activity at switch time t,

A A
py, = Cln (6A) + Yy - ClndA, (59)

A
where C In0A, is the reactivity subtracted due to the present power level
of the reactor. Thus, the value of a for the second time zone is

A
i = (© I (GAG) 2 205~ o (60)
Zi

The value of the reactivity subtracted at any time t during the second time
zone due to the control rod motion is Y(t - t;), thus making the total reac-
tivity expression during the second time zone
A A
pz, = Cln (8Ag) + Vi, - Y(t-t;) - CIndA . (61)
If the terms involving t; are combined, and also the terms in-
volving the log functions, the following simplified form is obtained:

A
Py, = Y(2t;-t) - Cln (A/Ag) - (62)

The same criterion holds true for the evaluation of a for the
third zone as for the second and first. Thus, the value of the excess re-
activity at the beginning of the third zone should be the same as that at the
end of the second, i.e.,

A A
pz, = Cln (6Ag) + Vt; - Y(tz-t) - CIndA, (63)

27
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where t, is the time at which all rod motion will cease. Since the rods
will be stationary in this zone (3), the only reactivity changes occurring

will be due to the changes in the power level. Thus, the values of Pz,
and Oy, are

A
Bgy = 23ty - Yty -G In(A/A) (64)
and
S e by Vel e ds (65)

A summary of the expressions for p and a for the three time zones of in-
terest can be found in Table 1.

Table 1

TABLE OF VALUES OF a AND p FOR THE
THREE TIME ZONES OF INTEREST

Rod
Time Reaciivit o (A)
. y o throughout
Zone Insertion R
Time Zone
Rate
A A
1 +7 GRnra Ay Yt - C In (A/A,)
A A
2 = C In (84,) + 27, 27t - Yt - C In (A/A)
A A
3 0 (@ i (DA Bk~ Wiy || 2 > Vi = © M (ARG

The second constant involved in the practical kinetics solutions
(40) and (50) is C,. Since Equation (40) is used for solutions in both time
zone 1 and time zone 2, there will be two principal values of C, of interest.
A look at Equation (40) indicates that it can be simplified for numerical

computations by removing ¥ from the denominator and combining it with
C,4 to form a single constant Kz:

-[1 +—NB—]
A
Bz =Gl Hs i (66)

which must then be evaluated for both zones 1 and 2.

The value of Ky,
can then be found from Equation (40):

Kz, = Kz in Time Zone 1 (before first reversal time);

Kz, = Kz in Time Zone 2 (after first reversal time);



; : [1 + _ﬂT]
Ky, = Alexp at] {{B/(¥Y +2C)] - (a/) - t + (C/¥) In 8A} e

(67)

By use of the following substitutions in the evaluation of Kyz;:

= 0 ; (68)

e N (69)

A

6. = © ok (70)

A A

€= p/ly+2rC) *(71)
a simplified form can be obtained:

A1+ 2E]
18 A%

Kz, = Aol€] (72)

Similarly, the value of Kz, can be obtained:
A

@ = ClIn (6A)+ YVt (73)

£ =iif (74)

A A

B AL (75)

A
A A [1+ AE]

Ky, = [&; exp(At)] [€ + 1t - (C/Y) In (A1/A0)] : (76)

The value of the constant Kz, for the third time zone can be
evaluated similarly. Equation (80) is obtained by substituting Equations (7)),
(78), and (79) into Equation (50) and solving for Kgz;: ‘

Tt (77)
AD=SAL R (78)
A
o = CIn (8Ag) + 2Vt - Yty (79)
oM
Ky, = 3 . (80)
o+ 8)
AP ©
Al 2ot -0ty - C e
A

*Note: This is not the same £ as appeared in an earlier derivation.

29



30

2. Results

Substituting the values of the different constants back into the
kinetics equation and evaluating the "power level" vs "time" curves for
many different initial power levels and switching times would be very time
consuming if done by hand. As a result, a computer program was written
to perform the evaluation in the first and second time zones. The program,
written for the LGP-30, used the Act III compiling code. The program code
name used is "KEEPWOLF" (see Appendix E).

The results produced by the digital program are plotted in Fig-
ures 2 and 3 for only one numerical value of ramp rate of reactivity and
one value of the feedback reactivity coefficient C. It was noted that the
values of the power levels at any fixed time were a consistent ratio to the
initial values regardless of what the initial value was. Thus, for any set
fractional change in power, a specific switching time and final time could
be determined to perform the change. Also, as a result, the amount of
computer time needed to obtain a new series of curves for different param-
eters could be shortened by running only one initial value and obtaining the
fractional changes from it.

The results of other series are given in Table 2. These re-
sults indicated what was to be expected: for lower reactivity input rates
or larger feedback coefficients, a longer time was required to perform a
given change.

From the results obtained by the analytical approach, the
switching power level could be determined as a function of the final power,
and the control element reversal time could be computed. Representative
results appear in Figure 4.

In computing the relationships of the switching power to the
final power, the difference between the two power levels is taken and then
divided by the switching power to obtain a percentage error at the switch
time. This percentage error varies from negative to positive, indicating
that for short switch times, the corresponding indicated switching power
was less than the final power. For longer switching times, the switching
power was higher than the final power.

These values will later be compared with the values obtained
by the other two major methods of analysis.

Graphs of the final power levels as a function of the switching
times are represented in Figures 5, 6, 7, and 8 for two values of reac-
tivity input and one coefficient of the feedback reactivity, the information
being taken from Table 2. The other curves represent the comparable re-
sults by the other two major methods and will be referred to in later
sections.
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Table 2

SWITCHING AND FINAL POWER LEVELS PREDICTED
BY ANALYTICAL RESULTS

Time - sec

Value - Fractional Change from Initial

Y - Ak/k/sec
A
C - Ak/k
Yh=i=d) e e R S0 Y=+3x107° Y =+3x107°
A A A
Switch (0) = 1Lyl s o &=2.05x107 C = 1.47 x 1072 C = 2.05 x 107
Time
Final Final Final Final
Time Value Time Value Time Value Time Value
10 0.9567 0.9599 1.047 1.042
19 0.9770 19 0.9802 19 1.024 19 1.020
20 0.8986 0.9070 1.120 1.107
35 0.9164 35 0.9282 35 1.097 35 1.080
30 0.8309 0.8459 11222 1.194
52 0.8440 50 0.8621 51 1.201 50 1.168
40 0.7580 0.7805 1.357 1.305
67 0.7598 64 0.7892 65 1.355 63 1.287
50 0.6836 0.7136 1.529 1.443
80 0.6713 T 0.7141 79 1.545 75 1.438
60 0.6104 0.6476 1.748 1.609
95 0.5913 90 0.6421 92 1.792 88 1.610
70 0.5401 0.5838 2.019 1.807
108 0.5133 102 0.5726 104 2.103 99 1.825
80 0.4743 0.5235 2.358 2.043
120 0.4411 114 0.5087 115 2.496 110 2.078
90 0.4135 0.4672 2.775 2.320
133 0.3784 125 0.4490 112 2.967 121 2o
100 0.3583 0.4152 3.290 2.645
145 0.3219 137 0.3965 138 3.557 132 2.714
110 0.3090 0.3676 3.924 3.025
157 0.2730 148 0.3482 149 4.279 143 3.110
120 0.2650 0.3246 4.702 3.468
168 0.2298 159 0.3053 160 5.164 153 3.582
130 0.2262 0.2858 5.658 3.985
180 0.1935 170 0.2671 170 6.267 164 4.116
140 0.1924 0.2510 6.832 4.585
190 0.1615 180 0.2328 180 7.621 174 4.750
150 0.1629 0.2201 8.271 5.282
202 0.1353 192 0.2040 191 9.249 184 5.485
160 01577 0.1926 10.038 6.092
213 0.1128 202 0.1773 202 11.240 194 6.336
170 7.031
204 7.324
180 8.120
214 8.467
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Table 2 (Contd.)

Y =-2.35x 107% M= -235 %107 W= 2.35 % 10°% W = 2:35x 107°
A A
Switch C = 1.47 x 10-3 = A s &=1.47x 107 ¢ = 2.05 x 10-3
Time

Final Final Final Final
Time Value Time Value Time Value Time Value
10 0.9659 0.9684 1.036 1.033
19 0.9820 19 0.9844 19 1.018 19 1.016
20 0.9192 0.9260 1.092 1.083
35 0.9336 35 0.9430 35 1.074 35 1.062
30 0.8637 0.8764 1.168 1.148
52 0.8748 50 0.8897 51 1.154 50 1.129
40 0.8029 0.8222 1.266 1.230
67 0.8050 64 0.8298 65 1.265 63 17217
50 0.7394 0.7659 1.389 1.329
80 0.7296 77 0.7669 79 1.402 75 1,327
60 0.6754 0.7091 1.539 1.446
94 0.6579 90 0.7051 92 1.572 88 1.449
70 0.6126 0.6532 1.721 1.583
107 0.5881 102 0.6443 104 1.780 100 1.594
80 0.5522 0.5990 1.939 1.740
120 0.5229 114 0.5868 115 2.034 110 1.767
90 0.4949 0.5472 2.198 1.920
132 0.4619 125 0.5317 128 2.319 122 1.953
100 0.4413 0.4983 2.506 Z.126
144 0.4062 137 0.4821 139 2.668 133 2.169
110 0.3917 0.4525 2.871 2.360
155 0.3554 148 0.4352 150 3.083 143 2.419
120 0.3465 0.4099 3,301 2.624
167 0.3109 159 0.3924 160 3.577 154 2.694
130 0.3053 0.3705 3.809 2.923
179 0.2714 169 0.3524 171 4.145 164 3.011
140 0.2684 0.3344 4.407 3.261
190 0.2359 180 0.3169 182 4.814 175 3.360
150 0.2350 0.3013 5.110 3.641
200 0.2040 190 0.2841 193 5.598 185 3.759
160 0.2053 0.2711 5.938 4.069
212 0. 1q71 200 0.2545 203 6.534 195 4.208
170 0.2436 6.911 4.552
212 0.2290 213 7.634 205 4.713
180 0.2188 8.055 5.093
222 0.2049 223 8.926 215 5.280
190 0.1963 9.399 5.702
232 0.1833 234 10.410 225 5.915
200 6.385
235 6.629
210 7.152
245 7.429
220 8.014
255 8.327
230 8.980
265 9.335
240 10.070
275 10.470
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Fig. 4. Percent Overshoot by Analytical Method

Other values of reactivity input were tried but some trouble
was experienced with the computer program (see Appendix E). Results
were obtained, however, for values of 1 x 102 Ak/k/sec and 3 x 1072 Ak/k/
sec. These can be found in Tables 3 and 4. The asymptotic period calcu-
lated for the results in Table 4 was 0.49 sec. This period was compared
with the period obtained from ANL-5800(20) for pure U?% and a comparable
asymptotic Akexs of 91.6¢; there was a difference of a factor of five.
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FRACTIONAL CHANGE TO FINAL POWER LEVEL

| | | I i ] | I | ] |

DIGITAL SOLUTION
ANALYTICAL SOLUTION
ANALOG SOLUTION

I

53

40 60 80 100 120
SWITCH TIME, sec

Fractional Change to Final Power for
Y = 3x107° Ak/k/sec
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s £= 147 x 107 a/k AACHTIEAC
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Fig. 7. Fractional Change to Final Power for
Y = 2.35 x 107% Ak/k/sec
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Fig. 8. Fractional Change to Final Power for
Y = -2.35 x 1075 Ak/k/sec



Table 3

COMPARISON OF ONE-GROUP SOLUTIONS FOR
Y = 1x 107® Ak/k/sec AND C = 1.47 x 107 Ak/k

Tirne, Analytical Digital
SEC
A Akexs A Akexs
0 0.100 0 0.100 0
7 0.436 4.83 x 1073 0.433 4.85 x 1073
8 0.636 5.28 x 1073 0.630 5.30 x 1073
9 0.978 5.65 x 1073 0.968 Bt oz MO
10 1.591 5.93 x 1073 = -
Table 4

TABLE OF RESULTS OF ANALYTICAL METHOD FOR
Y = 3 x 107 Ak/k/sec AND & = 1.47 x 107 Ak/k

1-Group LGP-30

Tsuer(lze, A Akexs*
0 0.1
7 1306 7.07 x 1073
8 10046 707 5= MO
9 77316 7.07 x 1073
10 595083 T = 10

*The asymptotic period obtained from Ref-
erence 20 using the same excess reactivity
is 0.1 sec.
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IV. ANALOG SIMULATION STUDIES

A. With Feedback-delay Time Constants

The analog simulator of the zero-power kinetics with "natural
logarithm of the power" feedback was constructed as indicated in Appen-
dix D. This method of representation allows different feedback-delay
time constants to be tried for their effect on the power-level trajectories.
Several different ramp rates of reactivity input were tried with and without
any feedback-delay time constants.

The criterion of operation of the analog computer was similar to
that used in establishing the switching points for the results from the ana-
lytical study. A ramp rate of reactivity was inserted for a specified period
of time and then reversed for the length of time necessary for the excess
reactivity to return to zero. The power level at which the ramp rate was
stopped should be the final steady-state value.

Figure 9a shows the effects of placing 2.5-sec and 5.0-sec delay
time constants in the feedback path. The switching power level which cor-
responds to 120 sec of elapsed timie since initiation of the ramp does vary
by as much as 4% of power for a 5-sec time constant, but the final differ-
ences are only about half of that amount, i.e., approximately 2% of power.
It should also be pointed out that the 5-sec time constant represents a
value which is over five times the value of the largest time constant ex-
pected to occur in a small, high-power fast reactor (see Appendix C). The
largest time constant that is expected is inversely proportional to the flow
and, as a result, attains its largest value at the lower powers. Thus, a
time constant of 5 sec at high powers is somewhere close to 50 times the
expected time constant. The resultant error of 2% of power can, therefore,
be considered as a maximum that might be expected to occur with a ramp
rate of 2.34 x 107° Ak/k/sec.

Figure 9b also represents the results of delay time constants in the
feedback path, but as to be expected, the effects of faster ramp rates are
larger errors in the switching power levels and final power levels. The
final steady-state power level in this case was 3% of power higher than the
point at which the ramp reactivity rate simulator was finally stopped. Here
the effect of the delay feedback reactivity would have to be overcome by an
additional switching cycle or movement of the control element.

Figure 10 shows the results of feedback-delay time constants in a
decreasing power-level trajectory. Here it will be noticed that the apparent
effect of delay time constants is reduced for decreasing power levels, that
is, the error in power is less, but nothing can be said about the percentage
error of the final low-power level as a 2% error of 20% is difficult to read.
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The general conclusions that can be drawn from these analog simu-
lator runs are that feedback-delay time constants greater than a few seconds
might have to be compensated for by another switching cycle or more con-
troller action, and thus those less than a few seconds are sufficiently small
to be ignored.

B. Without Feedback-delay Time Constants

Several additional series of analog simulator studies were performed
without consideration of feedback-delay time constants to establish the dif-
ference between the power-level trajectories of the one-group delay-neutron
analytical solution studies and the six-group delayed-neutron analog studies.

For the first comparison, the reactivity input generator to the analog
system was adjusted to a value and measured. A series of trajectories was
then run for three different initial power levels. One trajectory was then
selected from the series and the switching time measured. By use of the
same initial value, ramp reactivity rate, switching time, and reactivity feed-
back coefficient, the power-level trajectory was then obtained from the
analytical solution.

The results of the twotrajectories, tabulated in Table 5, indicate that, al-
though the final power levels are very close, the trajectories vary by significant
amounts. Thus, to establish a relationship betweenthe switching powers and
the switching times, it was necessaryto make many series of runs. As in the
case of evaluating numerical values of the analytical solution, the switch times
were advanced 10 secfor eachrun and the initial value was advanced 10% of
power for each series of runs. The different power levels were run so that

Table 5

COMPARISON OF POWER-LEVEL TRAJECTORIES BETWEEN THE
ONE-GROUP ANALYTICAL AND THE SIX-GROUP ANALOG
METHODS FOR vy = 2.28 x 1075 Ak/k/sec AND C = 1.47 x 103 Ak/k

Fractional Power Fractional Power
Level Level
Time Time
Analog | Analytical Analog [ Analytical
0 0.100 0.100 160 0.685 0.562
20 (0 1L0)5) 0.109 172 Switch Time 0.784 0.670
40 OF 127 0126 182 0.817 0718
60 0.148 0L 152 192 0.810 0.745
80 0.215 0.190 202 0.788 05753
100 0.290 0.243 212 0.754 0.745
120 0.365 0.318 215 05735 0.739
140 0.515 0.421 2106 0.730




an average numerical gain or loss figure could be obtained as a function of
the switching time. It was assumed that the same relationship would hold
for the six-group representation as for the analytical one-group solution
in that the fractional change in power was time-dependent only and not a
function of the initial value.

Figure 11, constructed with the analog simulator, represents the
power-level trajectories where vy = 2.35 x Lo Ak/k/sec and & = 1.47 x
1073 Ak/k. The center of the circles on the trajectories represents a
10-sec marker or a switch time.

FRACTIONAL POWER LEVEL OF OPERATION (A)

2= 1w« 1078 s/ =

1 l l Il 1 I 1 L it 1 | 1 1 | L l L
0 20 w0 60 80 100 120 140 160 180 200 220 250
TIME, sec

Fig. 11. Analog Computer Results without Delay Time Constants for
v = 2.35 x 1075 Ak/k/sec

Table 6 represents the combined averages produced by the analog
simulation technique, and Figures 12, 13, and 14, derived from the data
contained in Table 6, represent the percentage of the difference in the
final and switching powers over the switching power. It was discovered
when plotting the curve labelled with O, in Figure 12 that a discontinuity
occurred at a switch time of 70 sec. It was believed that the system pa-
rameters must have been disturbed in some manner and, as a result, the
series was repeated and is plotted as the curve labelled with A.

45



46

Table 6

AVERAGED VALUES FOR FRACTIONAL CHANGE IN POWER LEVEL OBTAINED BY ANALOG SIMULATOR TECHNIQUE

Time - sec
Value - Fractional Change from Initial

Y, - Aklk/sec
¢ - aklk
L 08 §oax W05 |y -228x00°5 |y =235 1078 |y = 23501075 Re'I‘:}?t;f'g::d';:i'og'sf’fz're"'
- - - - = -3 [ G- - = -
S 147 x 10 17 x10°3 | €= 147x10°3 | C= 147 %1073 | C=1La7x10°3 | Y =23 103 and
Time ¢ : . 7 2 Time C=147x10"3
2:\1‘ Value ﬁ;?nil Value ?:;ZI Value 5::11' Value ;:2;' Value
Ag = 0.100 | Ag = 0300 | A = 0.600
10 1.063 0.945 1054 1.060 0954 0.1045 0314 0.629
19 | 1039 | 19 | 0967 | 19 | 1036 | 19 [ 1035 | 19 | 0973 | 19 | 0105 0.308 0.620
0 1163 0.870 1120 1155 0.902 0.109 03% 0.675
35- | 116 | 3 | 0908 | 35 | 109 | 35 | L1 | 35 | 080 | 36 | 006 032 0.654
£l 121 0793 1.224 1270 0831 0123 0361 0729
sot | 122 | s2 | os2 | st | Lw4 | 51| 125 | 51 | 0872 | 52 | 010 0348 0.698
@ 146 0712 1344 1385 0770 0.128 039 0.7%
et | 137 | &7 | 0768 | 66 | Lza | 65 | 1305 | 61 | 0816 | &7 | 015 0317 0751
50 L67 0.637 143 152 0.707 0.1425 0.449 0.869
78 | 1ss | 81 |oew | s |13 | 79 | 14 | s1f [ 0754 | 81 | 0133 0429 0.824
60 192 0565 162 1,680 0.642 0.149 0507 0.972
o | 177 | 9 | o6 | o1 | 153 | 9 | 1580 | 9% | 06%2 | %4 | 0145 0475 0.908
70 230 0503 177 LE70 0578 0171 0563
103 | 210 |mo | o561 |04 | 170 |06 | 1760 | 109* | 0627 | 105 | 0167 0528
£ 261 0.443 L97 2.3 0523 0.222 0.637
us | 245 |1 | 0497 |us | 184 |17 | 2065 |12 | 0568 |18 | 0211 0.603
% 319 0392 255 25% 0469 0.261 0722
126 | 289 |18 | oad |11 | 23 |1t | 2335 | 1370 | 0513 |10 | 0241 0.673
100 381 0385 294 28% 0426 0301 0.804
1 | 349 | B2 | 0389 |3 | 273 |0 | 2625 | 149* | 0d6o [141 | 0.280 0.750
110 455 0300 329 330 0382 03% 0923
W | 412 |es | 0336 | 154 | 308 |10 | 305 [162 | 0419|152 | 034 0861
120 0.260 370 3705 0350 0379
| o290 | 166 | 350 |62 | 341 |16 | 0383 | 166} | 0360
130 0.226 452 4.9 0309 0461
o | 026 |13 | a5 | w2 | 39 |18 | 0339 |14 | 0436
140 0.201 5.19 48 0.218 05%
5 | 0231 | 185 | as4 | 183t | 447 |19 | 03m |18 | 0500
150 0177 5.90 0.240 0.606
29 | 0207 | 195 | 5.60 217 | 0266 | 195) | 0574
160 0.156 7.00 0.214 0713
24 | 087 | 204 | 648 2 | 020 |25 | 0663
170 7.84 0.193 0812
24 | 732 26 | 0212 |26 | 0762
180 9.12 0.176 0.955
2 | 848 %0 | 0197 |25 | 0887

times.

It may be observed from Figures 12 and 13 that for decreasing
power levels, thereappears to be an upward swing for the long switching

This upward swing may be due to errors in the reading of power

levels that are close together and then dividing the difference between
them by the small number that represents the switching power level.
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C. Conclusion

The main results obtained from the analog simulator study are di-
vided into two categories. The first is the verification that for small
feedback-delay time constants, the analytical results for final power levels
are consistent with the analog simulator studies. The second is the estab-
lishing of the general shape and values of the percentage overshoot curve.
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V. DIGITAL METHOD OF ANALYSIS

There are two main purposes for using the digital method of
analysis:

1. to compare the one-group digital solution with the one-group
analytical solution to justify and establish the range of validity
of the assumptions made in the analytical solution;

2. to obtain as accurately as possible the power-level trajectories
in order to establish accurate values of the percentage over-
shoot curves.

The digital program used to make the calculations that appear in
this section is an Argonne National Laboratory Reactor Engineering
kinetics code designated RE-129. The code is written so that it can be
easily modified to include any type of feedback expression desired. The
requested modification, to include a logarithm feedback expression, is
designated as RE-1297J.

The results obtained for the one-group delayed-neutron solution
are contained in Table 7. The results for the six-group solution are con-
tained in Table 8. Both the one-group and six-group solutions verified
the same relationship that was indicated by the analytical solution results,
i.e., the fractional change in power level is time-dependent only and not
dependent on the initial power level value.

Tables 9, 10, and 11 are tables of comparisons in which the com-
puted values of the power-level trajectories for various reactivity ramp
rates and a constant feedback coefficient are displayed opposite those
from the other methods of analysis.

A comparison of the values of the one-group solutions indicates

that they are the same. Thus, it is shown that the approximations used in
the analytical solution are valid.

Table 12 represents the results when the neutron lifetime is neg-
lected in the analytical solution. In the investigation, the neutron lifetime
was varied from that of a fast reactor to that of a thermal reactor, and it
was found that no appreciable change occurs for the ramp rates used until
the neutron lifetime increased to values above 1 x 10™% sec. Thus, for the
ramp rates used, the analytical solution would apply to almost any reactor
with a characteristic "logarithm of the power" feedback and no appreciable
feedback-delay time constants.



RESULTS OF DIGITAL SOLUTION USING ONE GROUP OF DELAYED NEUTRONS

Time - sec

Value - Fractional Change from Initial

Table 7

Y - Ak/k/sec
¢ - AK/K
Y =3x1073 Y=3x10°5 | v -235%1075 | v = 235x107% | ¥ =+3x1075 | v =-3x1073 | Y =235x107°
switch | &-147x103 | &- 141073 | E- 1410 | E-1arxa0 | E-205x107 | E-205x102 | E-205x107
Time
Final Final Final Final Final Final Final
Tine Value TG Value Time Value Time Value Time Value Time Value T Value
10 1.046 0.9567 1.036 0.9658 1.04274 0.9599 1.033
20 1.119 0.8985 1.092 0.9192 1.10741 0.9070 1.083
30 1.221 0.8307 1.168 0.8638 1.19463 0.8460 1.148
40 1.356 0.7578 1.266 0.8030 1.30583 0.7805 1.230
50 1.529 0.6833 1.389 0.739 1.44316 0.7137 1329
60 1.741 0.6099 1539 0.6755 1.60946 0.6476 1.447
91 | 1.804 | 94 | 05875 93 | 0.6550 | 87 | 1620 89 | 0.6389
70 2.020 0.5396 1.721 0.6126 1.80830 05838 1,583
80 2.359 0.4737 1.939 0.5521 2.04399 0.5234 1.741
90 2.711 0.4130 2.199 0.4948 2.32167 0.4671 1.921
126 | 2.983 127 | 2328 | 131 | 04604 | 120 | 2.38262 121 | 1.966
100 3.293 0.3578 2.507 0.4412 0.4151
144 | 0.3204
110 3.928 0.3084 2.812 0.3917 0.3676
148 | 4.304 155 | 0.3554
120 4.708 0.2644 3304 0.3464 0.3245
167 | 0.2286 158 | 0.3043
130 5.667 0.2257 3.812 0.3053
140 6.844 0.1919 4.412 0.2682
181 | 4.838
150 8.290 0.1626 0.2349
19 | 9.314 | 201 | 0.1347
160 0.2053
170 0.1789
222 | 01528
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Table 8

RESULTS OF DIGITAL SOLUTION USING SIX GROUPS OF DELAYED NEUTRONS

Time - sec
Value - Fractional Change from Initial
Y - Ak/K/sec
¢ - Akl
Y =3x107° Y =-3x100° Y =235x1075 | ¥=-235x107° [v=43x107° | ¥ =-3x107° Y =+2.35x107° | ¥ =-235x107°
suiteh | 6-205x107% | E-205x103 | &-205x103 | E-205x10% | E-rarx10 | E-rarx10® | E-rarx103 | C-1a7x107
Time
Final Final Final Final Final Final Final Final
Tima Value e Value oG Value i Value Fia Value imE Value e Value Time Value
10 1.05706 0.9473 1.044 0.958357 1.064 0.9416 1.049 0.953821
18 | 0.970452
20 1.14440 0.879202 1.11086 0.903604 116720 0.864450 1.12787 0.8915
33| 110612 | 33 | 0.908091 | 33 | 1.08180 | 33 | 0.926921 | 34 | 112606 | 35 | 0.89%% | 34 | 10976
30 1.25663 0.8075 1194 0.844759 1.306 07828 1.230 0.8240
I 1.39439 0.736464 1.29454 0.785180 1.485 0.7023 1.35825 0.755581
61 | 131906 | 63 | 0.781711 | 61 | 1.24019 | 63 | 0.823280 | 63 66 | 0.7498 64 | 129577 | 65 | 0.791889
50 1.56011 0.6681 1412 0.72659% 1711 0.6256 1514 0.6887
60 175723 0.6036 154762 0.670004 1.99384 05541 1.70223 0.6246
8 | 164337 | 91 | 0653 8 | 146354 | 90 | 0710734 | 89 | 18749 | 94 | 0.6001 9 | 161646 | 94 | 0.6627
70 1.99002 0.5435 1.70356 0.615994 2.345 0.4886 1.927 05642
80 2.26362 0.4878 1.88166 0.564912 2779 04290 2.19% 05078
116 | 0.605684 | 113
90 258402 0.4367% 2.08426 0516938 3317 0.3755 2514 0.4556
120 | 23951 | 129 | 0.478369 | 121 | 1.96096 124 | 3114 15 | 23% 135 | 0.4883
100 2.95828 0.3%02 2.31403 0.472139 3.980 03276 2.890 0.4077
149 | 0.3575
110 3.3956 0.3480 257400 0.430501 4.7% 0.2852 333 0.3640
46 | 4507 161 | 03904
120 3.90239 0.309746 2.86761 0.391956 5.801 0.2477 3.861 0.3242
152 | 3.61001 | 167 | 0344371 | 153 | 267633 | 165 | 0.42459% 176 | 02717 158 | 3.681
130 4.49281 0.275312 3.19876 0.356393 7.03627 0.2146 4.481 0.2883
167 | 6.63282
140 5.17862 0.244380 3,57182 0.323679 8.555 0.1857 5.210 0.255852
180 | 4.1 198 | 0.272759
150 5.97470 0.216667 3.99173 0.293660 10.421 0.1604 0.2267
183 | 5.52072 | 203 | 0.242546 188 | 9.817 214 | 0.1749
160 4.46403 0.266176 12713 0.2007
19 | 4.18185 | 212 | 0.290533
170 0.241061 01774
235 | 0.1888
180 0.218149
234 | 0.237670




Table 9

COMPARISON OF RESULTS OF ONE-GROUP AND SIX-GROUP
SOLUTIONS FOR 7V = -3 x 107% Ak/k/sec’

A 1-group 6-group
sec
Analytical* Digital* Digital* Analog*
0 1.000 1.000 1.000 1.000
10 0.956 0.956 0.941 0.945
20 0.898 0.898 0.864 0.870
30 0,851 0.831 0.783 - 7)<
40 0.758 0.758 0.702 O, 7/ 1172
50 0.684 0.683 0,625 0.637
60 0.610 0.610 0.554 0.565
70 0.540 0.540 0.488 0.503
80 0.474 0.474 0.429 0.443
90 0.413 0.413 0575 03592%
100 0.358 0} 256 0.328 0.345
110 0.309 0.308 0.285 0.300
120 0.265 0.264 0.248 0.260
(switch time)
130 0.243 0.243 0.236 0.244
140 (0).7231! 0.230 0.234 0.241
150 OF2 25 0.224 05257 0.247
160 05225 0225 0.247 0.261
167 0.230 0.22%)
170 0.261 0.278
176 02272
177 0.294

t A
Peadback caefficient C = 1.47 x 107 Ak/k

*All values are in fraction of maximum power level
of operation.



Table 10

COMPARISON OF RESULTS OF ONE-GROUP AND SIX-GROUP
SOLUTIONS FOR Y = +3 x 107% Ak/k/sec’

1-group ' 6-group
iiimaes Delayed Neutrons Delayed Neutrons
sec
Analytical* Digital* Digital* Analog*
0 0.100 0.100 0.100 0.100
10 0.104 0.104 0.106 0.106
20 ()51 1L (0] ALIEIL 0.116 0.116
30 (072 1@ 2 (0} 1S3l ONL2 1
40 0.134 (0} 11 53(5) 0.148 0.146
50 052 0:153 [0} K7l 0.167
60 0.174 014 (01T 0192
70 02201 0.202 0234 0.230
80 0.235 089286 02278 0.267
90 0.277 0.278 0:332 0.319
100 0.328 02529 0.398 0.381
110%* 02591 05593 0.480 0.455
120 - 0.423 02502 0.467
1150) 0.436 0.438 0.493 0.457
140 0.438 0.438 0.469 0.434
146 0.450
148 0.430 0.412
149 0.426

it el v =5
Feedback coefficient C = 1.47 x 1073 Ak/k.

*All values are in fraction of maximum power level
of operation.

**Switch time.




Table 11

COMPARISON OF RESULTS OF THE ANALYTICAL SOLUTION
AND THE DIGITAL SOLUTION FOR 7V = +3 x 107% Ak/k/sec’

. -704
Tsl:le "| Analytical* Digital* IBIIlIA/lzI Anl;f;(tsical Dl;;{tid
sec

0 0.100 0.100

B 0.124 19.3 L, 1) 5= @
10 0.169 0.168 13.7 || 2.2 5 1079 || 2.23 5= 1@7°
5 0.257 1), 2 3.11 x 1073
20 0.444 0.442 8.3 | 3.81 x 1072 3.82 x 1072
25 0.858 6.9 4.34 x 1073
30 1.879 1.858 6.1 | 4.69x1072|4.70 x 1073

(switch time)

B85 1.933 -143 3.20x 1073
40 1705 -46 1.81 x 1073
46 507 -30 2.49 x 107*

tFeedback coefficient é =

1.47 x 1073 Ak/k.

*All values are in fraction of maximum power level of operation.

Table 12

COMPARISON OF RESULTS FOR VARIATION
OF THE NEUTRON LIFETIMEJr

A, = 10% Power Level

1% ceo A, %, at JAVRU T

’ 100 sec 160 sec
8 x 1078 32.93 100.6
1 1032 32.93 100.6
1 x107% 32.90 100.5
1x1073 32.65 99.48
1x 1072 30.38 89.89

t = & -3
Feedback coefficient C = 1.47x10 Ak/k;

applied reactivity, 3x o= Ak/k/sec.
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The results from Tables 7 and 8 were used to calculate the per-
centage overshoot as was calculated for the previous methods of analysis
(see Figures 15 and 16). The results of the six-group analysis agree, in
general, with the shape of the curve of the analog values, but not neces-
sarily with the values. The shape of the "percent overshoot curves" for
the one-group solution as calculated from the analytical results and the
digital results do not agree with the shape of those from the six-group
solutions. The conclusion that can be drawn from this is that, although
the one-group solutions predict the final power levels satisfactorily, they
cannot be used to predict the switching powers.

Thus, if a controller were to use a time-switching base, the
analytical solution would be used, but if a controller were to use a power-
level-switching base, the percent overshoot curves of the six-group ana-
log or digital calculations must be used to indicate the proper switching
power level.

Table 13 contains the values of the precursors of the six groups
of delayed neutrons used in the digital computer program. The values
used in the one-group solutions were the same as those used in the ana-
lytical solution:

Ae=i0.0B1 3 £ = 7.35x 1077
Table 13

SIX-GROUP DELAYED-NEUTRON PRECURSORS

Group >‘i Bi
1 1.27 x 1072 2o 320 e e
2 3.18 x 1072 A s e
3 1.153 x 107! 12180 o, L2
4 31 20 2.957 x 1073
5 1.4 1l 27 52 10
6 3.87 22820 SllORe
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VI. CONCLUSIONS AND CONTROLLER DESIGN
A. Conclusions

For all three methods of analysis used, i.e., analytical, digital,
and analog, the simplest approach to a study of the parameters involved
consisted of selecting an initial power level of operation and a switching
time. The final stop time and power level are then determined by the
point at which the excess reactivity becomes zero. By means of this
approach, a series of curves was obtained for each initial power level
and for various switch times. The initial fractional power levels used
ranged from 0.1 to 1.0 in intervals of 0.1. The switch times used started
at 10 sec and ranged up to 240 secin 10-sec intervals. The final power
levels ranged from 0.10 to 1.10.

This "time switching" concept of changing power level could be
directly applied to the reactor by means of a control system which would
consult a tabulation or chart for each given change in power level and ob-
tain the desired times. The control would then run the desired reactivity
into the reactor for the first specified length of time and then reverse the
rod for the second specified time, thus arriving at the new power level in
the minimum time. Allowing that the primary and secondary systems are
under automatic control, a reactor operator could perform the same task
by means of the same tabulation.

The other method of control which allows more flexibility for
parameter changes is the method of power-level switching. In this meth-
od, the reactivity ramp would be reversed when the reactor had reached
a predetermined power level, which may be different than the final desired
level. The second and final switchpoint would then be determined by the
condition that the power reached the new desired level. This method of
control is dependent only on power level and ignores the actual times for
switching, whereas the first method ignores the power level and depends
only on the switching times.

In selecting the method of control to be used, reactor safety must
be considered. The first method considered (that of time control) com-
pletely ignores the actual transient involved during the change of power
level, which could lead to a hazardous situation. If some reactor param-
eter should change even slightly, the power level might exceed safe limits
or approach a scram condition without indication to the control system of
any deviation from normal. A precise knowledge of all the parameters is
necessary to end up at the desired power level. Even slight variations of
parameters cause large errors in the final power levels obtained by this
method.
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The operation of the power-level-based controller is much more
consistent with requirements of reactor safety in that the power is always
monitored by the controller. Should a slight change in some parameter
occur to cause the power to rise slightly faster than expected, the power
controller would switch at the predetermined power level and cause less
error than the time control, which might run for 5 or 10 sec past the
desired switching power and create a large error in the final value. Hence,
for a more accurate and safe controller, it was decided to use the power-
level method for determining the switching point.

B. Controller Design

1. Use of Existing Equipment for Reactor Control

It is desirable when revising or modifying the control proce-
dures or operation to make use of as much of the previously designed and
installed equipment as possible. One such piece of equipment that might
be utilized in automating the reactor for minimum time response is the
automatic flux controller, which was designed to maintain a preset power
level once it had been achieved by manual operation of the reactor. One
such piece of equipment was designed by the Control and Instrumentation
Section, Reactor Engineering Division, at Argonne National Laboratory.
It is similar in the principle of operation to the CP-5 reactor automatic
controller, but it contains some modifications which increase its flexibility.
The main method of operation is as follows:

A reference voltage corresponding to the desired power level
is compared with the voltage generated by nuclear measurement instru-
mentation. The "error" is positive or negative, depending upon whether
the reactor power is higher or lower than the reference voltage. An
adjustable dead-zone error is contained within the controller that allows
an error voltage to exist, corresponding to a fixed percentage of the exist-
ing power level without causing any resultant motion of the control rods.
Should the error become greater than the prescribed limits, the controller
will actuate the control rods so as to reduce the error. Thus, the reactor
power level will be maintained within preset limits.

2. Proposed Modifications

Contained in the actual controller is a device which limits
the maximum allowable time of travel of the control rod. The limits con-
tained in this device are such that any rod motion, in one direction, greater
than that specified would cause the controller to switch out of automatic.
A modification of the controller system would be necessary to cause this
device to be inoperative during large power transients, thus only using it
to maintain steady state.
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It was noted that in changing the desired power levels of opera-
tion of the reactor in a minimum time, the desired switching power occurs
at a different power level than the final desired power level. Curves were
obtained, giving the percentage difference at the switching time that the
reactivity should be reversed in order to arrive at the desired final value.
One of the proposed modifications to the controller would be an "ng offset
generator" which would change the reference value of ng by the proper
percentage difference so that the controller will enter the "dead zone'" at
the proper switching power. The "n, offset generator" will be de-activated
at the switch time, thus resetting the value of the reference ng to the de-
sired value. This sudden change in reference no will cause an error and
the rods will be moved to compensate for it, thus initiating the rod
reversal.

An example of what is meant is as follows:

A reactor is operating at a steady-state power level until
time t = 0 when the desired power output is suddenly changed to a higher
value (see Figure 17). The controller will sense a large error and attempt
to compensate by increasing the ac-
tual value of the reactor power. As
the reactivity is being inserted, the

|
ZONE | | REACTOR value of the reference no will in-
| POWER

!

i

crease by the necessary percentage
until at t = t;, the actual power level

ns:;go_} e = [emm—a2 ; crosses into the dead zone of the

LEVEL I controller and the reactivity inser-

! tion is stopped. At this time, the

; effective value of ny is decreased

|

INITIAL
POWER
LEVEL

T0NE 2 to the desired final value of power

TR o level, thus creating an error, the
o ¢ t, sign of which will cause the con-
TIME troller to decrease the reactivity
until the actual power level of the
Fig. 17. Proposed Controller reactor again enters the controller
Operation dead zone. At this time (t;), the

control rod will be shut off, thus
completing the power-change cycle. The reference value of ng is de-
creased at t; by eliminating the error offset percentage that has been
added since the time t = 0. This offset error percentage is a combination
of the percentage overshoot values plus one half of the dead-zone bandwidth.

One method of adding the n, displacement voltage would be the
use of a summing junction at the ng voltage input to the controller, thus
enabling a time-controlled function generator to add its output to that of
ng, giving the new displaced value. The function generator could be reset
to zero at the time the actual power entered the controller dead zone,



62

hence bringing the voltage at the summing junction back to ng, the final
desired value. As a safety device, the voltage polarity of the control rod
motor tachometers could be used in a logic circuit to keep track of the
reactivity insertion rate to determine whether the reactivity being in-
serted is positive or negative.

Up to this point, a positive or negative ramp rate of reactivity
has been assumed to be easily obtainable. This is not necessarily the
case. It is well known that the reactivity rod worth per unit length dis-
placement is much greater near the middle of the core than it is near the
edge. The reactivity worth of a control rod follows the characteristic
S-curve. One such curve is shown in Figure B-3. In order to insert a
continuous ramp rate of reactivity, it is necessary to have small changes
in several control rods rather than to attempt to control with only one rod.
In a reactor such as the EBR-II there are twelve control rods all located
on the periphery of the hexagonal core; a series of these rods could be
selected to be each moved a small distance. If the rods are of the same
worth at about the same distance of insertion, then the reactivity ramp
will be fairly constant. A logic network may have to be devised to select
the control rod to be moved in order to keep all the rods at about the same

insertion point. The logic network would thus assure a balanced reactor
flux.
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VII. RESULTS

In this dissertation there are presented three main contributions to
the field of reactor technology: 1) generation of a feedback model for re-
actor transients; 2) solution of the fast reactor kinetics equations for step
and ramp reactivity inputs and power level based feedback reactivity; 3)
modification of a controller in order to perform time-optimum control of
the reactor model mentioned under 1) above.

The power reactor model developed is based on the EBR-II and in-
cludes the assumption that normal operation will take place at all times)
i.e., the flow rates and temperatures are maintained at the normal values
for the particular power level of operation. It is further assumed that the
variation in flow rate is approximately linear with power and the heat
transfer is temperature-dependent.

The approach that is used is based on the concept of a transfer
function with the feedback gain turning out to be a nonlinear quantity which
is power- and flow-dependent. The predominant feedback-delay time con-
stants are expected to be small, and as a result it was assumed that they
could be neglected. The resultant approximate expression for reactivity
feedback under the above assumptions turns out to be proportional to the
natural logarithm of the power.

The second contribution consists of the analytical solution of the
one-group delayed-neutron reactor kinetics equations with a step-and-
ramp reactivity input and with the expression for feedback reactivity de-
veloped in the model. During the general development of the solution,
several assumptions were made. One was that, since the reactor chosen
was a fast reactor and the reactivity input rates were slow, the neutron
lifetime could be neglected. This assumption and the others were checked
by means of a one-group digital computer solution of the kinetics equa-
tions. The results confirmed that the analytical solution was as good as
the digital for effective neutron lifetimes less than 1 x 107* sec for slow
ramp rates, and for ramp rates of 1 x 1052 Ak/k/sec with a neutron life-
time of 1 x 1078 sec.

Also, during the general development of the analytical solution,
an expression was obtained [see Equations (25) and (26)] in which different
feedback expressions could be used instead of the logarithm of the power.
One of these possibilities is discussed as Case I. Here the expression
for reactivity feedback is a constant. The resultant zero—%)ower kinetics
equation solution is the same as one previously published. 18) Another
possibility which is not discussed involves a reactivity-feedback expres-
sion which is proportional to the logarithm and the square root of the
logarithm of the power.
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The third contribution is the development of possible modifications
for converting an existing automatic flux controller into one that would

control the reactor model on a time-optimum basis during changes in power
level.

Of the two independent bases of control selected for consideration,
it was found that a one-group delayed-neutron solution of the kinetics equa-
tions could be used for the time-based control system, but that the six-
group delayed-neutron solutions must be used for a power-level-based
control system. For reasons of safety, the time-based control was elim-
inated from consideration. Hence, the analog computer simulation and
digital computer solution of the six-group kinetics equations were used to
determine the proper switching powers to arrive at the new desired power
level in minimum time. The resultant design for the power-level-based
controller utilizes an offset function generator which gives a modified de-
sired power level to the existing controller in order to cause the control-
element switching to occur at the proper time.

The accuracy obtainable from the digital computer was utilized in
obtaining the '"percent overshoot curves." These curves represent the per-
cent difference in the actual power and desired power at the switch time
and, hence, represent the shape and magnitude of the error voltage output
of the offset function generator. An additional constant offset error must
also be added to the controller input in order to make the controller operate
correctly. The magnitude of this error setting must be equal to one-half
of the dead-zone bandwidth.

The applicability of the contributions made in this dissertation to
other systems has already been touched on indirectly in the preceding
paragraphs. The main restrictions on the model imply a fast or interme-
diate reactor with no feedback time constant and reactivity control ele-
ments which generate, in the reactor, ramp rates of reactivity insertion
and withdrawal. The applicability of the one-group analytical solution to
other feedback expressions is possible except when the excess reactivity
is near one dollar.

The values obtained for the design of the offset generator apply
primarily to the particular case in question but the control method is
general and could be used with other on-off type controllers.



APPENDIX A
PRELIMINARY EBR-II ANALYSIS

1. Introduction

The analysis in this Appendix was performed with the idea of ob-
taining information on the variables and response limitations of the main
system components of EBR-II. The results obtained indicate that the re-
actor, under the limitation of one control rod in motion at a time, will be
the response-limiting component of the entire power plant system.

The EBR-II power plant system consists of three main subsystems:
the primary sodium system, the secondary sodium system, and the steam-
water loop. The primary sodium system consists of:

1. the primary sodium reservoir, a large tank containing
86,000 gal of sodium, the reactor, and the primary heat
exchanger;

2. the reactor, which is a fast reactor with a design capability

of 62.5-MW thermal power;

3. the primary heat exchanger, which is the energy-transfer
point between the primary and secondary sodium systems;

4. the primary sodium pumps, which are two large, three-phase
squirrel-cage centrifugal pumps, controlled by motor-
generator sets and capable of pumping over 4,000 gal/min
each.

The secondary system is an isolation and transport system whose
primary purposes are to reduce radiation hazards by confining the radio-
active sodium to the primary tank and to transport the energy produced in
the primary systems to the steam-water loop. It consists of:

1. a three-phase linear electromagnetic pump controlled by an
amplidyne;
2. the sodium side of the superheaters and evaporators;

3. lengths of stainless steel piping long enough to span the dis-
tance from the building containing the primary system to the
building containing the evaporators and superheaters;

4, the secondary sodium side of the primary heat exchanger.
The steam-water loop is similar in most respects to a conventional

steam-power plant in that the deaerated preheated water is evaporated in
a boilier section (the evaporator) and then superheated (in the superheater)

65
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prior to passing into the turbine of the generator. From the turbine, the
"spent" steam is condensed and returned to a storage tank or to the
deaerator to start the cycle again.

In the following analysis, some of the important system and com-
ponent parameters have been calculated and compared to determine their
importance with respect to complete automation of the power plant sys-
tem. The analysis consists of three main topics:

1. Calculations of transport delay times were made to determine
the possible cycling times for loop flow and an average time of
energy from the reactor to the turbine of the generator.

2. Heat-transfer calculation and comparisons were made to de-
termine the relative change in magnitudes of heat-transfer
coefficients in changing power levels of operation of the
system. The effects noted here are due mainly to changes in
flow rates associated with the different power levels of
operation.

3. Calculations of approximate response time of different system
components were made to determine the slowest responding
component of all the systems. This one (or more) component
will limit the response rate of the entire power plant system
and also determine the sequence of control used on the plant.

With respect to the approximate calculation of response time, no
calculations were made to determine whether the maximum rates of power
change were consistent with the maximum allowable thermal stresses of
each of the individual system components.

Figure A-1 is a schematic representation of a general three-loop
reactor power system. This schematic is modified slightly in Figure A-2
to represent the basic configuration of the EBR-II power plant system.
The modification consists of the addition of a large reservoir in the

SODIUM SODIUM STEAM
FIRST SECOND
REACTOR HEAT HEAT ——-@
EXCHANGER EXCHANGER CONDENSER
GENERATOR

Fig. A-1. General Three-loop Nuclear Power System
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primary sodium loop and the inclusion of the preheater section in the
water-steam loop as a separate unit from the boiler and superheater sec-

tions. Figure A-2 also shows some of the expected operating conditions
within the plant.

870°F SEoCT
900°F
SUPER—
HEATERS
FIRST
REACTOR HEAT TURBINE ( )
EXCHANGER CONDENSER
GENERATOR
\ \ BOILERS
PRE-
/ ys0°F | HEATERS
Zo0F 590°F

86,000 GAL. SODIUM
RESERVOIR

Fig. A-2. EBR-II Power System

2. Calculations of Transport Delay Times

a. Primary Sodium System

The flow through the primary system can be represented by a
three-component block diagram, as in Figure A-3. The primary pumps
are placed directly into the large sodium reservoir with a roughly
2-ft length of pipe on the inlet. The sodium, after passing through the in-
let and the pump, goes into the lower plenum of the reactor. After pass-
ing through the reactor and into the upper plenum, the sodium then goes
through a 14-in. pipe to the primary heat exchanger. The heat exchanger
then empties directly back into the large reservoir. Through use of the
volumes of the different components and the full-flow rate of 8840 ga.l/rnin,
the individual transport delay times were calculated. The velocity through
the core and the length of the core can be found in the Hazards Report,(B3)
so the delay time could be calculated directly. The values of the transport
times are listed in Table A-1, where the point numbers correspond to the
points of Figure A-3.

2 3 YA 48 6
[ I
! LOWER REACTOR UPPER 5 HEAT
—— > PUNP | ‘ > —>
PLENUM | CORE | PLENUM EXCHANGER
1 I

Fig. A-3. Primary Sodium System
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Table A-1

TRANSPORT DELAY TIMES IN THE PRIMARY SODIUM SYSTEM

Transport Delay

Point Volume Description Tirce (sen)
1 and 2 | Small The sections of the primary loop 0
from (1) to (3) and including the
S 155 gal | lower plenum of the reactor may 0

be neglected, as they are of no
importance in the transfer of heat.

4A Fuel element length = 7 ft 7in.; 0.29
flow velocity of 26 ft/sec.

4B 128 gal | Upper plenum effective volume 0.87
5 298 gal | 14-in. connecting pipe 2.02
6 607 gal | Through heat exchanger 35

Of the points described in Table A-1, the only energy-
transport times that are effective are those starting with the entry of the
sodium to the core through to the exit of the sodium from the heat ex-
changer. The others can be neglected for two reasons. One, no heat
transfer occurs in the excluded region. Secondly, the primary reservoir
is sufficiently large to allow only very slow changes in the pump inlet
temperature, thus effectively eliminating any looping effects which might
occur due to changes in the exit temperature of the heat exchanger.

b. Steam-Water Loop

A schematic diagram of the main section of the steam-water
loop can be found in Figure A-4. The operation of the boiler section is
as follows:

Preheated water at saturation temperature is pumped into the
steam drum and then passes down and through the evaporators under nat-
ural convection. The mixture of steam and water formed in the evapora-
tors is separated in the steam drum and the steam passed to the
superheaters. The superheated steam then leaves the boiler building and
goes to the steam turbine in the power plant. The condensed steam from
the turbine is then de-aerated and again preheated and passed into the
steam drum.




Na BOILER PLANT
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Several sections of the steam-water loop are not shown com-
pletely in Figure A-4. These include the steam-bypass and steam-
bleeding sections used to run the auxiliary equipment in the power plant
and supply energy to the preheaters. The analysis of a natural-circulation
boiler is very complex, but it can be neglected here because the important
transport times associated with the steam loop are connected only with the
superheaters and piping. The evaporators would, under certain circum-
stances, contribute a substantial delay, but since the sodium and steam
flows are countercurrent, the first and most important energy-transfer
point between the sodium and steam is in the superheater. Any change in
the secondary sodium flow or temperature would cause changes in the
superheated steam conditions first before affecting the evaporator
conditions.

From a knowledge of the piping diagrams and the flow rates
associated with the various flow sections, the "full-flow" transport times
were calculated. These are listed in Table A-2.

Table A-2

TRANSPORT DELAY TIMES IN STEAM-WATER LOOP

D o
Transport escription
Time, sec e To

1.41 steam drum superheater

0.42 through superheater

(0) 7 superheaters 10-in. steam line

leading to the
yard piping

ST 10-in. line power plant
through yard penetration
LT/ power plant turbine
penetration
Total 8.0 steam drum turbine
c. Secondary Sodium System

The largest transport times calculated occur in the secondary
sodium system. The schematic representation of this system can be re-
duced to three parts: (1) the boiler plant (see Figure A-5), (2) the yard
piping (not illustrated), and (3) the tube side of the primary heat ex-
changer (see Figure A-T7).
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Fig. A-5. Secondary Sodium System

The transit time through these three main divisions was calcu-
lated by a detailed analysis of the sizing of the components and consider-
ing the maximum flow rate to be 6050 gpm. In the analysis of the boiler
section, it was necessary to use average time of travel, since the four
superheaters and the two banks of four evaporators each are connected in
parallel.

For the superheaters, it was assumed that the average dis-
tance traveled by the sodium would be equivalent to the location of a
superheater in the spot midway between Nos. 2 and 3. The distance be-
tween superheater inlets is 8 ft, giving a total distance from the inlet to
the first to the inlet to the fourth of 24 ft. The average picked was 12 ft.
The same average distance was picked for the outlet side of the super-
heater and both the inlet and outlet sides of the evaporators.

The results of the calculations using full flow are found in
Table A-3.

In order to calculate an approximate time for a quantity of
energy to travel from the reactor to the turbine, several assumptions had
to be made. The main assumption is that the effective time for energy to
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pass through a heat exchanger is the sum of one-half of the transit time
on each side. Table A-4 gives the breakdown of these times.

Table A-3

TRANSPORT DELAY TIMES IN SECONDARY SODIUM SYSTEM

Time, sec*
Heat exchanger exit piping and upper head 1555
Piping - heat exchanger to superheater 18.0
through superheater 51
Superheater to evaporator 155}
through evaporator 16.1
Evaporator to surge tank 16.2
through surge tank L)
Surge tank to pump 520
through pump 0
Pump to heat exchanger 1Lil 5
Heat exchanger pipe in and lower head St
shell side flow 3.4
Total Loop Transit Time 107

*At an assumed full flow of 6050 gpm.

The transport delay times previously calculated are for the
full-design flow rates listed in the Hazards Report.(B3) To obtain the de-
lay times for other power levels of operation, all that needs to be done is
to divide by the fraction of maximum flow rate associated with that par-
ticular power level:

transport delay time
at maximum flow rate
B(the fraction of
maximum flow rate)

transport delay time at any flow rate =




Table A-4

TOTAL AVERAGE TRANSPORT TIMES

Average Transport

Condition
i esec
One-half reactor transit time g 15
Time to primary heat exchanger 2.9
One-half primary heat exchanger transit time 1575

(primary side)

One-half primary heat exchanger transit time 172
(secondary side)

Secondary piping to superheater transit time 1952

One-half transit time through superheater 2.92
(sodium side)

One-half transit time through superheater .21
(steam side)

Superheater to turbine transit time (5, 17

Reactor to turbine Total 35h.34 or
approx.
35

3, Heat-transfer Calculations

Calculations were made to determine the range of values which
might be necessary to use if it became advisable or necessary to simulate
the heat-exchange system on an analog computer. The three main classes
of equipment analyzed were the superheaters, evaporators, and the pri-
mary sodium to sodium heat exchanger. Diagrams of the equipment can
be found in Figures A-6 and A-7. A summary of the results are in
Table A-5. These results were calculated by use of consistent data and
equations to obtain relative and not necessarily precision values. The
values obtained, however, do agree fairly well with the preliminary design

values. A-l

a. Superheater* (4 units)

The superheaters are vertical, countercurrent, shell-and-tube
heat exchangers with 109 duplex tubes, located in a 14-in. schedule 20 pipe
shell, 30 ft in length. The sodium is passed through the shell side from bot-
tom to top and the steam through the tubes from top to bottom.

* The design of the superheater has been changed subsequent to this
analysis due to difficulties in fabrication. Two spare evaporators
were modified and will be used in place of the four superheaters
(Reference A-2, p. 37).

1)
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Table A-5

SUMMARY OF HEAT TRANSFER VALUES

Superheaters
1. Water side h = 315 h—Bf":—‘:J—oF (Full Flow) Flow decreased b 1/10
S T decreased to 1/6 to 16%.
= BT
H. = 50.2 Trit°F (10% Flow)
o B
2. Sodium side h = 3470 h—f'flU_"F_ (Full Flow) Flow decreased to 1/10
i i T decreased to 61.3% of full flow
= GELT
i = ko] T2 °F (10% Flow)
=2 BTU - : BTU
= _— = F1
DW= e (Full Flow) UA = 0.32 x 10° = (Full Flow)
BTU = S BIL
= _— = 0
A = (10% Flow) TUA = 0.065 x 10° ——— (10% Flow)
Evaporator
1. Shock tube calculations
2. Sodi e TE S 2670k e ST Bl ow)
. Sodium side = TEroT u ow
— BTU
h = 2110 hr_fe-°F (10% Flow)
3. Water side
X = _ PTBTUE g e BIL L= ¢ B
Assume: h = 3000 rofeoF ¢ U = 606 roeE YA = 2,28 % 10 T (Full Flow)
= BN e B — 4 B
BRSO om0 = 0 e TR R (10% Flow)
Heat Exchanger: Sodium to Sodium
A. Full Flow
Sl T = B T e e
hr-ft*-°F hr-ft?-°F
Tube side h = 8215—B¥ SR = At g 2
hr-{t*-°F hr-°F
B. 10% Flow
= BTU = BTU
Shell side 2 B B Ol 1650 ———
hr-ft“-°F hr-ft?-°F
. = BTU — BTU
Tube sid h = 6935 ——— ; UA = 7.06 x 10°
s Ha e hr-°F
— 1790 - =
C. The change in U is L7 0IILG5 0 8% change in U

1790



b. Evaporator (8 units)

The evaporator is also a vertical, shell and tube heat exchanger
containing 73 tubes in a 20-in. schedule 20 pipe shell. The sodium passes
through the tubes. At the sodium inlet (top), the first four feet of the tubes
are contained in a shock tube. The shock tube is used to prevent overstress-
ing of the junction between tubes and tube sheets. Calculations were made
to determine the effective heat transfer through the shock tube section de-
pending on the material used in the 0.0095 in annulus. The results are
indicated in Table A-6.

Table A-6

SHOCK TUBE HEAT TRANSMISSION

. Thermal Conductivity Percent of Total
Annulus Material Heat Transmission
o
BTU/hr—ft- F without Shock Tubes
Gas (Air)* 0.024 2.1%
Sodium 40 57 %
Steel 25 56 %

* The coefficient of heat conductivity of air was used for
two reasons. One, in water tests of evaporator sections,
it was believed that air was trapped in the annulus. Two,
air conductivity is fairly representative of gases in
general.

c. Primary Sodium Heat Exchanger

The primary sodium heat exchanger is a vertical, shell-and-
tube unit with the secondary system sodium in the tubes and the primary
system sodium in the shell side. The shell is 51 in. in diameter and con-
tains 3026 % -in.-OD tubes, A 12-in. schedule 20 pipe passes the secondary
system sodium through the center of the unit to the bottom header, where
the flow reverses directionand passes up through the tubes to the top
header. The secondary sodium then enters the secondary system piping.

4, Limitations of System Response

In order to control any complex system, a knowledge of how each
of its minor components performs is necessary., These components can be
arranged in either seriesor parallel operation when serious consequences
could result if any one component behaved in a widely different manner than
any other. A system built of a series of components can only respond in a

it
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manner which is consistent with the slowest responding component without
abnormal changes occurring within the system. If one component is much
slower in response than any of the rest, there is no need to install complex,
fast-operating automatic control equipment in association with the fast
components, as this fast rate of change could never be utilized. Also, under
these circumstances, it might be advantageous to design a time-optimum
controller for the slowest component and then derive the operating conditions
for the rest of the control devices from this component.

The analysis of the equipment for the EBR-II power plant system
reported in this section was made to determine performance characteristics

in relation to a maximum rate of change.

a. Steam-Water Loop (see Figure A-4)

The maximum rate of flow of water through the evaporators
and superheaters of the steam-water loop is about 270,000 1b/hr or 732 ga.l/
min at 550°F. The pumps of this system are run continuously at full capacity,
and a relief valve bypasses the excess flow back to the low-pressure side of
the pump. All of the valve controls on the loop are pneumatically actuated,
and the system as it is built contains a Leeds and Northrup three-element
controller. The turbine-generator does not at the present time have an auto-
matic control attached, but is capable of accepting a commercially available
one. The turbine does, however, have a steam pressure bypass control which
will bypass the excess steam directly into the condenser should the pressure
become too high. A-3) The turbine-generator is a small one (of 20-MW elec-
trical capacity),and as aresult possesses a small transient time for a change
from 10% to 100% of maximum rated power.

The previous description of the steam-water loop is indicative
of a fast-acting, automatic loop. As a consequence, no further analysis was

made.

b. Secondary Sodium System

In the secondary system, there is only one means of control of
the system sodium flow. There are no flow-controlling valves, so control
is obtained by variation of the pumping power of the 3-phase linear electro-
magnetic pump. The power to the pump is in turn controlled by an amplidyne.

The pump input power is rated at 460 kW, and a prototype had
an efficiency of 43% at the designed flow rate. Thus, the horsepower avail-
able for pumping is 265. The maximum flow rate of 6040 gpm through a
12-in. pipe gives a velocity of 16.5 ft/sec. The total system capacity is
approximately 9,000 gal of sodium, as calculated from the component sizing.



The amount of energy expended in raising the 9,000 gal from
"no flow" to "full flow," assuming no pressure drop, is as follows:

Kinetic Energy = %Mv?‘;

Density of sodium at average temperature (800°F) = 53,0 1b /ft°;

9,000 (53)

M (Mass) = m

= 1,980 slugs;
Kinetic Energy = 540,000 ft-1b.

If this energy were expended in one minute, the horsepower required is
16.4, which is only a small amount of the 265 hp available.

The maximum pressure drop through the system is expected to
be 65 psi, and the work done by the pump to overcome this resistance to
flow is as follows:

Flow rate - 6040 gal/rnin;

Density - 53 1b/ft%

Pressure head of sodium = 177 ft of sodium;

Mass flow - 45,300 lb/min;

1 hp = 33,000 ft-1b/min;

Required Power = 8,020,000 ft-1b/min = 243 hp.

Since this calculated maximum horsepower to overcome the

pressure drop allows an extra 22 hp to store energy in the system, the max-
imum time to change the flow rate becomes

22 = 16.4/t
or
=S5 sec 5
a first approximation to the transient time.

For a second (closer) approximation, it will be assumed that
the initial pressure drop across the system will be zero and that the full
power of 243 hp is applied. Initially, the full power will be applied to change
flow rate, but it will then gradually shift until the full power is necessary to
overcome the pressure drop,

Figures A-8, A-9, and A-10 are used to illustrate this. The
shaded area in these figures representsthe 540,000 ft-1b of stored kinetic
energy.

.9
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Fig. A-8. Exponential Approximation to
the Kinetic Energy Storage in
the Secondary System with
243 Horsepower Applied

HORSEPOWER

Fig. A-9. Exponential Approxima-
tion to the Secondary Sys -
tem Pressure Drop with
243 Horsepower Applied

HORSEPOWER

TIME

Fig. A-10. Linear Approximation to
the Kinetic Energy Storage
in the Secondary System
with 265 Horsepower
Applied

HORSEPOWER

TIME

If the linear approximation (see Figure A-10) is used, the cal-
culated time is 7.4 sec. If it is assumed that the curves have an exponential
approach such that the power used to change the kinetic energy decreases
exponentially to zero (see Figures A-8 and A-9), then the time calculated
(equivalent to five time constants) is 20 sec.

If 265 hp is now applied, using the exponential approach (see
Figure A-11), the estimated time will be 10 sec.

It is believed that the exponential approximation is the closest
to what occurs, but allowing for a 100% margin of error, this pump should
be able to change from zero flow to full flow in 40 sec maximum.
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Fig. A-11. Exponential Approximation
to the Kinetic Energy Stor-
age in the Secondary Sys-
tem with 265 Horsepower
Applied

HORSEPOWER

c. Primary Sodium System

The transient analysis of the primary system pumps would be
an almost impossible task since there are two basic modes of control of
the squirrel-cage pump motor. The first mode, ranging from "no flow" to
18% flow, consists of the variation of frequency of a motor-generator set
output through an eddy current clutch to change the speed of rotation.* The
second mode of operation ranges from 18% of flow to "full flow" and con-
sists of a constant frequency output of the motor-generator set at approxi-
mately 60 cps with a variation in the field current of the generator. As a
result, only an estimate could be made. An experimental test model had
been run using water as the pump fluid, but no transient studies were made.
Personnel associated with the tests estimated that the time of change of
flow would be about the same or less than that for the pump of the secondary
sodium system.

As the system now stands, there is a rate-limit control of the
pumps which limits the rate of change of flow to 0.4% flow per second. This
rate is set as a safety measure in the manual adjustment of the primary
system power. The operating manual for a change in power calls for, first,
a small change in flow, and then a change in reactor power in small steps
until the new, desired operating conditions have been reached. The limit
of the rate of flow change limits the stresses induced in the heat-exchange
equipment during the flow change. If the flow change and power change
were coupled under automatic control, the stresses induced would be con-
siderably reduced and the limit could be changed.

The reactor response time calculated here only considers the
reactivity input necessary to overcome the feedback effects in changing the
steady-state power level from 10% to 100% of maximum power. It does not
allow for any transient time other than that to insert the necessary reactivity.

* In a re-evaluation of the operating procedures performed in March of
1962, the operation of the primary pumps in the first mode has been
eliminated, and the flow rate below 20% of power fixed at 22% of full
flow.
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If the estimated power coefficients of the reactor as listed in the
Hazards Report A-3) are used, the total reactivity needed to change the re-
actor from a hot condition at low power to 62.5 MW thermal is

il o 10-4%1‘—@ $0.42

If an average rod is worth 5 x 103 Ak/k per rod and the rod length is 14 in.,
the rod is worth 3.57 x 107* Ak/k/in. The rod travels at 5 in./min. Thus,
using the reactivity insertion rate of 2.97 x 107° Ak/k/sec, the time of
travel is about 105 sec. The actual transient time will be much longer than
this since, with the insertion rate of 0.4//sec, the corresponding transient
will indicate an overdamped system.

Since the reactor is a fast neutron reactor, safety considerations
have led to the requirement that only one rod may be in motion at any time.
The resultant slow response time makes this reactor the slowest responding
component in the power plant system.

NOTE: Later measurements made during the dry critical experiments with

the reactor indicate that the rod-insertion rate around the control position
will be even less than that used in the above calculation. The new maximum
value is 2.35 x 107° Ak/k/sec. Most of the work was performed on this
analysis prior to the dry critical experiments and so the previous value of

3 x 107 Ak/k/sec is used as the comparison point. See Appendix B.



APPENDIX B
EBR-II REACTOR INFORMATION

The design of the EBR-II system is discussed in detail else-
where,(B‘ 1,B-3) but some of the important information concerning the meas-
urements made with the reactor and the design of the reactor will be given
in this section. This information was used to establish values for important
parameters in the development of the feedback model and ramp rates of
reactivity insertion.

A vertical section of the reactor is shown in Figure B-1. A draw-
ing of the core subassemblies is shown in Figure B-2. The core region of
a normal subassembly contains 91 pins, each 14.22 in. long. The fuel is
uranium metal approximately 50% enriched in U?*® and containing 5 w/o sim-
ulated fission products (this alloy is referred to as fissium). The fuel pins
are 0.144 in. in diameter and are surrounded by a sodium bond, 6 mils thick,
and a Type 304 stainless steel cladding, 9 mils thick. The upper and lower
blankets contain similar, but larger, pins, 19 to a subassembly, the uranium
diameter being 0.317 in. in this case. Above and below the core are coolant
header regions in which sodium is redistributed between core and blanket
pins.

The following description of the subassemblies and their method of
support has been reproduced from Reference B-3.

" All core subassemblies are identical in size and shape
(hexagonal). The dimension across outside flats of each subassembly
is 2.290 in. The center-to-center spacing of the subassemblies is
2.320 in. The resulting nominal clearance between flats of adjacent
subassemblies is 0.030 in. Each core subassembly, as well as each
inner blanket subassembly, is provided with a 'button' on each of its
six flats; the buttons are positioned so that they lie in a horizontal
plane 1.00 in. above the core (fuel) center line. These buttons pro-
trude a nominal 0.014 in. from the subassembly flat. The button
flats are 0.375 in. in diameter. The dimension across opposite
button flats of each subassembly is held to 2.318 + 0.002 in. The re-
sulting nominal clearance between button flats of adjacent subas-
semblies is 0.002 in.

" The subassemblies are positioned and supported in the re-
actor by their lower adaptors, the ends of which pass through holes
in the upper plate of the support grid and engage in the axially
aligned holes in the lower plate. The portion of the adaptor which
rests on the upper plate is of the shape of a truncated sphere; the
upper edge of the plate hole, on which the adaptor rests, is cham-
fered conically. This arrangement provides a continuous line contact
for subassembly support. It has been established experimentally that
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lateral movement of the upper part of the subassembly (or of the
lower end of the adapter) is accommodated by pivoting of the sub-
assembly about this area of contact; that is, lateral movement of
the subassembly in the region of contact with the upper plate does
not occur unless a very large force is applied. The reason for this
is that the latter movement can take place only in accompaniment
with an upward shifting of the entire subassembly, due to the conical
shape of the support seat. Consequently, application of lateral force
in or above the region of the core section produces only a pivoting
of the subassembly until the lower end of the adaptor closes the
lower plate hole clearance (0.0042 in. radially), and, thereafter, re-
sults in bending of the subassembly. Lateral movement of the top
end is unrestricted up to nominal displacement of 0.030 in., when
contact with the adjacent subassembly is made; if the adjacent sub-
assembly also undergoes displacement, restriction is not effected
until after correspondingly greater displacement."

Two important considerations affecting the safety of a fast reactor
are bowing of the fuel elements and the presence of a large delayed negative
reactivity coefficient.(B-2) Both are dependent on the specific design of the
core and core structure. A cause of such a delayed coefficient might be the
expansion of an upper supporting structure, resulting in an outward move-
ment of the fuel. The EBR-II subassemblies have a method of bottom support
in which no such effect should take place. The question of bowing in the
EBR-II is discussed in Reference B-3, but no bowing effect will be incorpo-
rated into a feedback model of the EBR-II. It is believed that these effects
will prove to be of an insignificant nature.

There are adequate experimental and theoretical results to indicate
that the Doppler effect will be insignificant in EBR-II, and it has, therefore,
been ignored. The sodium void coefficient, which has been found to be
positive in certain large reactors,(B-4,B-5) is strongly negative in EBR-IL.

Because of the large sodium inventory in the primary coolant tank,
the temperature of the sodium entering the reactor has been assumed to be
constant.

Because of the above assumption, no prompt positive or large de-
layed negative reactivity coefficients will be present in any feedback model
developed, and the predicted behavior will be, therefore, quite stable. The
assumed feedback will be a prompt negative one due to unrestrained thermal
expansion of fuel and steel and to coolant expansion.

There is one other source of nonlinearities which has not been dis-
cussed yet: the possible phase transformations of the fuel. It is believed,
however, that this transformation will be too sluggish in the case of the
fissium to affect the results of any transients except those associated with
time constants of the order of hours or days.



To establish the value used to represent the ramp rate of reactivity
change, many sources were consulted. Table B-1, reproduced from Ref-
erence B-6, represents the range of values considered. A value of
3x10°° Ak/k/sec is used as a comparison point for the different methods

Table B-1

NORMAL RATES OF REACTIVITY INSERTION BY VARIOUS DRIVE MECHANISMS

Core Subassembly
Control Subassembly Two Safety Subassemblies Loading Mechanism
(Central Core Subassembly)
Estimated(3) Estimated(3) Estimated(3)
Predicted]) | Measured(2) for Dry Predicted(l) | Measured(2) for Dry Predicted(l) | Measured(2) for Dry
Critical Critical Critical
Total Reactivity 0.5 0.37 0.32 20 1.36 14l ~2.0 15 1.2
Worth, % Ak/k
Drive Speed, 5.0 ~ 5.0 2.0 = 2.0 6.0 = 6.0
in./min
Effective 14.0 14.0 14.0 14.0 14.0 14.0 = o =
Stroke, in.
Rate of
Reactivity
Addition,
% (Ak/k)/sec
Average 0.003 0.0022 0.0022 0.0050 0.0032 0.0026 0.015 0.011 0.0088
Maximum 0.005 0.0038 0.0034 0.0086 0.0055 0.0045 0.025 0.018 0.014

(DPredicted for wet critical reactor. These reactivity insertion rates were used to specify control rod, safety rod, and fuel-handling mechanism
drive speeds.

(2Measured on EBR-IT Mockup in ZPR-TIL. The mockup has the configuration of the wet critical reactor except that low-density aluminum
represents the sodium coolant.

(3)These values are inferred from the "Measured" values. Reduced reactivity insertion rates and total reactivity worths prevail because the
dry critical core is at least 20% larger than the "Measured" core.

160 of analysis. It represents the average
value of the rod worth in Ak/k/sec as cal-
e culated from Reference B-3. In the fall of
ol 1961, a series of dry critical experiments
were performed with EBR-II. Figure B-3
§l00— represents the control rod calibrations for
f— e '.‘3"'“"\ rods number 1 and 10. The slopes of the
S0l S—rop L MEER curves represent the change in reactivity
gso— with a change in position; with a known rod
F rate, the reactivity rate can be calculated.
a0~ The maximum rate as taken from the curve
for the number 10 rod was calculated to
2005 be 2.9 x 1075 Ak/k/sec, so that the value
o ] | | | ] | 3 x 10-° Ak/k/sec used in the calculations
0 2 4 6 8 10 12 14

will give times which are too short for the
indicated changes of power level.

AXIAL CONTROL ROD POSITION, inches

Fig. B-3. Control Rod
Calibrations The following information on the lo-
cation and calibration of the control and
safety rods is taken in part from Reference B-7 and is included to show the
range of values of measurements made during the dry criticals. It will be
noted that the values of reactivities are given in inhours where 415 inhours

equals 1% Ak/k.
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Location of Rods. The number and location of each safety and con-

trol rod can be seen in Figure B-4. The two safety rods are in the third
row and the twelve control rods are in the fifth row of the core. These
rods are moved into and out of the core area by 60-cycle, 3-phase syn-
chronous motors.

Fig. B-4

Core Configuration for Most Control
and Safety Rod Measurements (Total
reactivity worth and incremental
calibration; 232.18 kg of U%5 loaded
into reactor)

Calibration of Control and Safety Rods. After the critical approach,
the fuel subassemblies were slightly rearranged to form a more symmetric
loading. The large neutron source was replaced with a small antimony -
beryllium neutron source which had a strength of 30 C on August 1, 1961.

It had decayed* to approximately 15 C on October 2, 1961, when it was in-
serted in the reactor. The source location was moved from posi-
tion 7-E-3 to 8-E-5.

The measured total worths of the control and safety mechanisms
are given in Table B-2. The core loadings were as shown in Figures B-4
and B-5. Two slightly different core loadings were used to determine the
effect of perturbing the core boundary on the worth of the control rods.
In each figure, the outer row and part of the previous row included within
the outer heavy lined area contain those areas that are empty.

The area contained within the inner heavy line is the main core and
control element area.

Control rods No. | and 10 were also calibrated over the 14 in. stroke.
The calibration curves are shown in Figure B-3.

*Sb'24 has a 60-day half-life.
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Table B-2

REACTIVITY WORTHS OF CONTROL AND SAFETY RODS

Rod

Core Loading
Figure Number

Control Rod*

No. 10

Na. 1

No. 7 (special)
No. 9
No. 6
Nk 2
Nio: 2
All 12 Control Rods
Two Safety Rods
Two Safety Rods

22
22
22
22
23
25
)
2.2
22
22

Reactivity Worth
Inhours % Ak/k(3)
154.0(1) 0.37
137.0(1) 0.33
239.0(2) 0.58
132.5(2) 0.32
163.0(1) 0.39
149.5(1) 0.36
150.1(2) 0.36
1854%%(2) 4.37
430%*(2) 1.04
425%%(2) 1402

(1)Period Measurement

(2)Subcritical Measurement

(3)415 inhours = 1% Ak/k

*Even-numbered control rods on "flat" of hexagonal
core; odd-numbered control rods on corner of hex-

agonal core.

**Error is +10%.

Fig. B-5

Core Configuration for Reactivity
Worth Determination (Control rods
2 and 6; 235.00 kg of U®5 loaded in-
to reactor)
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APPENDIX C
FEEDBACK MODEL DEVELOPMENT

As was stated in the literature review of Section II, the model to be
developed here is comparable with Newton's Law of Cooling model with the
flow rate as an additional variable.

In the following analysis, the transfer-function approach will be
used to develop a reactivity-feedback gain constant to be used to evaluate
the total reactivity insertion above a base power level. The gain constant
developed is dependent on the coolant flow rate as well as the power level.
There are several restrictions placed on the developed model; these will
be discussed throughout the development.

The physical construction of the EBR-II reactor is such that under
normal operation no feedback effects are expected to occur as a result of
changes in the secondary or steam systems. A-3) This is primarily due to
the large sodium reservoir which essentially maintains the inlet sodium
temperature at a constant level. Thus, the only existent power feedback
effects will be due to the temperature changes necessary for, or as a re-
sult of, power changes.

Several analyses have been performed to predict the dynamic be-
havior of the EBR-II reactor. References C-1, C-2, C-3, and C-4 present
the predicted results of models of varying degrees of complexity. The
models used by Bump and Hummel involved extensive digital calculations
of the blanket regions as well as of the core. The model used by Pezuela is
much simpler, as it only involves the core region. The results produced by
both approaches, however, agree quite well.

Since there existed such excellent agreement between the approaches,
Pezuela's simplified approach was used to develop an expanded model of the
EBR-II reactivity feedback. The work performed by Pezuela will be sum-
marized and further adaptation will be made to increase the usefulness of

the model over the entire range of power levels of interest, i.e., 10% to
100% power.

Figure C-1 shows Pezuela's simplified model.

The approach to the heat transfer dynamic equations is similar to
that used in References C-5 and C-6 for the relationship between the heat
generation in the averaged fuel element, 6qq, to the temperature of the
fuel element, §Tp, and to the coolant temperature, 6 T.
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Fig. C-1. Simplified EBR-II Model
Some of the basic assumptions for this model are:

a. uniform heat generation in the core, éqq;

b. no axial heat transfer;

n

c. lumped heat capacities and heat transfer resistances for

each fuel element region;

d. structure at the same temperature as that of the coolant;

e. linear temperature increase in the coolant channel;

f. small deviations §T¢, 6T, and 6qq around the steady-state

values of T¢, T, and dq respectively;

g. temperature-dependent heat transfer.

The heat balance in the fuel is given by the following equation:

gl L (6T -8 Tc)
g s T e 0T E 0 e

The heat balance in the coolant is given by the following equation:

2mc 6T d(6T¢) _ 1
SEEeC 4+ (Co+Cs) g ———RFC(éTF-éTC)

(c-1)

(c-2)
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Separating the lumped heat capacity Cp into its components, Cf of
the fuel, Cy, of the bonding, and C.] of the cladding, the first equation be-
comes

d(oTy) a(sTy,) a(8T ) 1

e Oy 5 = % o o LN :RFC(‘STF"STC)

(c-3)

The relations between the temperature in the fuel, bonding, cladding,
and coolant, and the corresponding heat transfer resistance are as follows:

1 1
& (T = 5Tg) = — (6 TE=0m) (c-4)
Rye E = Rfc . =

2 (6T -6Tc) = oy (c-5)
cel Rfc

T e L (C-6)
R—F—C(TF- TC)-Rfc(Tf- T C-

By means of the Laplace transform and elimination of 6Ty, 6T,
5Ty, and Ry between Equations (C-2) through (C-6), and making

F = RfcCs + RpcCb * Rec1Cel ;

the following transfer functions are obtained:

Rfc (Cc +Cs) L
R
8T¢(S) _ (L + 2mcR¢c) TR B2 e RIS
8 BT ;
Glel Tt LEE, Fa.) [ [ ue .Gt —_—
\ Ll ey " mlE e, LE(ChECa N
(c-7)
8T (S) L 1
8 = = . (c-8)
T¢(S) (Rfc2me +1L) H(Ce C RS
1+ 2mcRg. + L

The following constants are given per foot of averaged fuel element:

1. Heat transfer resistance equations are from Reference C-5.

a. Fuel resistance:

Bl = l/STTI_(, for a cylinder with internal heat generation;



@
generation:

where 52 is the

d.

where _53 = Bz

K =18.8 BTU/hr-ft-°F, for fuel alloy;

R; = 0.00212 hr-ft-°F/BTU.
Bonding film resistance:
R, = 1/mDjh; h = 100,000 BTU/hr-ft?-°F;

TD-I = 0.144 in. = fuel pin diameter.

Bonding conductivity resistance, hollow cylinder, no heat

: Tl BTU
Ry, conductivity = 5— In| 5= K =402
: -ft-°F ;

hr-ft-°F

Ry conductivity = 0.000316 =

§ Bl = 0,14kl g

Dy =01 4 QL2 = (015
diameter of fuel pin and sodium bonding thickness.

Cladding conductivity resistance:

1 %, Al BTU )

= — = = D e e 1 1):

Rcl TR 1n Dz’ K 0.5 hr_ft_oF(stamless steel);
oh hr-ft-°F — :

R, conductivity = 0.00151 ~—BTU ' By, = @aIlpa g

B, = (Il s = OB e
+ stainless steel cladding thickness.

Cladding film resistance:

1 hr-ft-°F —= et
R _—7T53T1 = 0.00088 —BTU 4 Dk = Oz e
= BTU
= 25,000 — -

Composite resistance: hr-ft-°F/BTU

Rfic = Rf + 2Rp fiim *+ Rp conductivity + Re] + Rejims

R = 0.00536; Rpe = 0.00297; Ry = 0.00239.
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Heat capacities: BTU/ft-°F
el Cp = 0.00462;
b. Bonding Cp = 0.000309;
c. Cladding Cg) = 0.00215;
deSsC oolant @ = 0.00222;
e. Structure Cg = 0.00260;
EiNG, = Cpt CpiBCr F G B = B UL
F = Ry Cp + Ry Cp + RoleCop = D-I1lsect
Average coolant flow rate for each fuel pin.
m = 0.147 1b/sec; 2mc, = 0.0887 BTU/sec-°F;
ce = 0.302 BTU/1b-°F.
Fuel pin length.
1L = LU e
Heat produced per foot at 100% power in each core fuel pin.
@ = 8.53 BTU/sec-ft.
Fuel temperature reactivity coefficient:
Axial growth of the fuel - 0.39 x 1077
Radial growth of the fuel - 0.09 x 105  &k/k/°C

Doppler effect of the fuel + 0.04 x 1G=2

Total - 0.44 x 10=° “BEE €

Kf = 0.333 x 10-3 6k/kB/°F.



7. Coolant temperature reactivity coefficient:

Since the structure is only 0.030 in. thick, it can be assumed
that the structure temperature Tg is equal to the coolant temperature
Tc and that the structure reactivity coefficient can be included with the
coolant temperature coefficient. This assumes that the delay between 6T¢
and &6Tg is not important.

It was found that the total reactivity contribution from the
coolant and structure was:

K. =1.74 x 10736k/kB/°F = 2.29 x 10-%8k/k/°C.

In the dynamic model of the feedback transfer function during
transients, several values will be changing at the same time.

a. The value of @ changes directly as the power level, and its
value at any particular time will be the value at 100% power (8.53 BTU/sec-ft)
multiplied by the fraction of power level of operation, A:

= 958 A

b. From Reference A-3, it will be noted that the desired flow
rate through the reactor is not a linear function of the power level. As an
example, the flow rate is L of the maximum at 10% power. The value of m
for any particular power level will be B, the fraction of maximum flow rate.

c. The values of Rfc and Rfjjyy will change with a change in
power level due to the change in flow, but these changes are not of sufficient
magnitude to cause a disturbance in the value of F. Rf, Rpfilm,» Rc cond:
and R¢] remain constant.

Pezuela substituted numerical values into the equations and calcu-
lated the numerical transfer function at 10% power and 100% power, but in
the following derivations, the values of A and B remain undesignated and
the general transfer function is calculated in terms of A and B.

The derived transfer functions are as follows:

6T L +2mcBRg,  (1+T,5)

€ = (c-9)

— = A A
6qq 2mcB (1 +K,;S +K,S?)
where

1L{{(Cs 3 (SRt

T, B (C-10b)
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A
R LF(Cg +C¢) : (c-10c)
2mcB

1B
> : call
Ga (L +2mchCB)(l +T,S) ( )

The combined transfer function for the feedback becomes

5k /k _ [ L+2mcBRfc IS
el 2mcB (1 +T5S)(1 +T,S)

LI
[Kf 1 J - (S=112)

An/n

L +2mcR¢.B)(1 + T;S)

Rearrangement of this equation and simplification gives

ok/kB - L(K¢ +Kc) [ 1+ T,S ‘ :
T A“[KfRfc e EEEEI R

Kf(2mcBRfc + L)T,

= ; =il
2 " Ky (2mcBRg. + L)+ KoL G-l
& LF(C. +Csg)
i = ;
= Gl iRt 2BLE(C oM
BEmec + + mc BF +— . ———
2 2mc mc
(C-14b)
LF(C. +Cyg)
T4 = C S
505 (@i, oL 2 Zpin(C. #C
Bch+L-mc/(;F+—t—> ____#_i)
2 2mc mc
(C-14c)

It can be seen that the gain constant of the transfer function has the
following form:

. 1
Gain Constant = AKF [-}3 +K§"] = el B (C-15a)
where
oL (Ke K. )
G SR (€-15b)
KfRfc2mc
e e (C-15c)

L(Kp +K)
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By use of the values of the constants developed in the previous para-
graphs, the values of the constants Kf, K¥, T,, T;, and T, were evaluated.
The values of Kf and K¥ were found to be

KNP E 6 ok = (0,232

By means of these values of Kf and K¥, and two sets of flow-rate
data (B-values), two plots of the feedback gain constant were made (see
Figure C-2). Curve number (1) was obtained by use of the primary flow
rate data of the original hazards report.(A‘3) Curve number (2) was ob-
tained from the results of a re-evaluation study performed during the latter
stages of actual construction. At this time, it was decided to operate the
primary flow system at a constant rate for all power levels below 20%.
Tabulated values of the flow rates can be found in Table C-1.

.

Bls! R el Table C-1

F T PRIMARY SYSTEM FLOW RATES

L ¢ | A B(old)* B(new)**

= i - 0 0 0.224
=L = 0.10 0.136 0.224
a
< [ S 0.20 0.269 0.224
=T 3 0.30 0.400 0.338
=
= p q 0.40 0.514 0.438
E B | OLD FLOW RATES ] 0.50 0.625 0.535
= (SEE TABLE C-1)
Z Lalll= 0.60 0.629

2 NEW FLOW RATES
= (SEE TABLE C-1) = 0.70 0.718
2 =l 0.75 0.856
| 0.80 0.809
] 0.90 0.955 0.903
Il l 1 l 1 | | I 1
c 20 uc 60 80 100 0.100 1.00 1.00
FRACTIONAL POWER LEVEL OF OPERATION (A)
*Reference A-3
Fig. C-2. Feedback Gain Curve Vs. Power Level **Reference C-8

The values of T,, T;, and T, were evaluated over the range from
10% to 100% of power. The values of T, were found to remain relatively
constant, as can be seen from Table C-2.
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Table C-2 The calculated values of
T, and T, the denominator time
CALCULATED VALUES OF T, constants, are plotted in Fig-
ure C-3. It will be noted that
A B(old) i the values of the time constants
depend on the flow rate only and
100% 1 AR ONSIE that their values do not exceed
50% 0.625 0:8121 1.0 sec in the range of interest,
10% 125 0.0133 10% to 100% power. It can also
be noted from the figures that,

as the flow rate increases, the time delays become smaller. Because of
the indicated short delay times and the low rate of reactivity insertion,
these delays could be neglected and the negative feedback considered as
prompt.

e 0.046
TEmeanle 7 [ e N [ E

1.6 — —to.ou4
l-u I —0-0“2
ial—= —0.080

8 .0l ooz

£ =
Bl —{0.036
o —1o0.034
| —Jo.032
2 | ) [ 2l 0.030

0 10 20 30 40 50 60 70 80 90 100
REACTOR POWER, Percent

Fig. C-3. Feedback Delay Time Constants Vs. Power Level

Since the only interest is thus in the gain constant, it is necessary
to take a good look at what it represents and how it can be modified to be
used in an analytical analysis.

The transfer function (neglecting time constants) has the following
simplified form, where 0k is in "dollars" and where the value of k depends
on the value of the particular power level of operation:

ok/k

An/n

= K¥A,B) . (c-17)



For studies involving a disturbance of the steady state, this form of
equation would be satisfactory, but for the purpose of defining a switching
point, it would be desirable to have the power level as a function of the re-
activity input above a desired reference point.

Since the power level of operation is directly dependent on the
neutron density, it is possible to divide the neutron density at a particular

power level by that at 100% power and obtain the fraction power of opera-
tion, Ay d.e.,

n
A= C-18
1100% ( )
The equation then has the following form:
ORISR EA A
e -
A K*(A,B) . (C-19)

In order to obtain a plot of reactivity inserted, p(A), above a fixed
reference level versus steady-state power, it is necessary to integrate
the above equation with use of the various K* values along the normal oper -
ating line. The integration was done numerically in 1% increments above a
base level of A = 0.1 for curve number 1 and of A = 0.2 for curve number 2
of Figure C-2.

The tabulated results (see Table C-3) are plotted in Figure C-4. A
function which fits this curve to close tolerances was of the following form:

-K,(A - Ay) (C-20)

o(A) = Ko + KjA + Kpe
where Ko, El,iz, and §3 are constants (see Table C-4).

Other forms of approximation which might be more conducive to a
solution to the kinetics equations were tried. One was a simple power
series expansion in A, but it was noted that approximately 17 terms would

be required for proper accuracy.t

The values of the constants used in the exponential approximation

e K - 03 o K= 0.209 e = 5O

TA power-series expansion of this type transformed the first-order
approximation of the kinetics equation into a type of Abel's Differ-
ential Equation, a treatment of which can be found in Reference C-7.

99
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Table C-3

INTEGRATED FEEDBACK REACTIVITY

Curve 1 Curve 2
Power Integrated Feedback Power Integrated Feedback
Level Reactivity, cents Level Reactivity, cents*
OF15 7261
0.20 12:526 0.20 0
0.25 16.710 0.25 4.9612
0.30 20.200 0.30 070497
0285 23.22 0.35 12:589
0.40 25.92 0.40 15715
0.45 28.36 0.45 18.540
0.50 30.60 0.50 21.122
0.55 32.69 (0) )] 23.498
0.60 34.64 0.60 25.725
0.65 36.49 0.65 2B 1S
0.70 38.25 0.70 29.784
075 S04 0.75 31.650
0.80 41.56 0.80 33.424
0.85 43.12 0.85 35117,
0.90 44.64 0.90 36.734
0295 46.13 0.95 38.281
1.00 47.59 1.00 SoNTG

*Reactivity A, = 0.1to 0.2 = 0.111
Total at 100% from 10% = 50.86 cents

The reactivity base used for curve (2) was a base level of 0.20. The
calculated value of the reactivity necessary to raise the reactor
power from 0.10 to 0.20 was $0.111. Thus, the total reactivity repre-
senting the change from a power level of 0.10 to a power level of 1.00
was 50.86 cents.

(1

.2 e — CALCULATED FROM OLD FLOW
2 RATE DATA
=t
< 30
a
el B
Sl (2)
= CALCULATED FROM NEW FLOW
= RATE DATA
o
<
w
= g
1 l L | . | L l =
0.1 0.2 0.3 0.4 0.5 0.6 0.7 c.8 0.0 i

FRACTIONAL POWER LEVEL OF OPERATION (&)

Fig. C-4. Feedback Reactivity as a Function of Power Level



Table C-4

EXPONENTIAL APPROXIMATION
TO REACTIVITY FEEDBACK

Approximate | Value from
Value Tl o | S
(01, JLIES) (0 L7252 0.006
0.200 0.202 0.002
0255) 0:259 =
0.306 0.306 -
0.346 0.346 =
035 0.382 -
0.415 0.416 0.001
0.4465 0.4464 -
0.478 0.4759 0.002

All values measured in dollars

Another form was suggested by an adaptation of Equations (C-15a)and
(C-19). The adaptation proceeds as follows: Since the gain constant is a
function of coolant flow rate and power level, and since the flow rate is al-
most a linear function of power level, a substitution of B = K,A will produce
a feedback gain constant which is linear in A:

EeHA B = B s G & o (€-z2)

If small intervals of AA in Equation (19) are used, the process becomes
close to a continuous integration of the forms:

(c-23)

p(a) = = KXA)SE = [(€,+Coa)

plA) = ©pdn CoA + CpALN . (C-24)
where 63 is the constant of integration.

If the value of Ez is such that the linear term could be neglected,
the resultant feedback-reactivity expression has the form of a simple log
function. Thus, it was decided to try a log approximation to the curve.

To evaluate the two constants involved in the log approximation, the
type error and the maximum deviation from the given curve had to be con-
sidered. One approach was to specify that the error should be zero at the
two ends of the interval of interest. Thus, ‘C, would be determined by
establishing the base reference level A qf, i€, the point at which

Bl = @ T T = @8 F s Cules = 1 . (c-25)
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The value of El is determined by the total reactivity input corres-
ponding to 100% power. From use of this type of approximation to curves 1
and 2 in Figure C-2, the values established for El and E4 and the respective
values of p(A) for various power levels are tabulated in Table C-5.

Table C-5%*

NATURAL LOGARITHM APPROXIMATION TO REACTIVITY
FEEDBACK USING "NO INTEGRAL ERROR" CRITERIA

Curve 1 Curve 2
C, = 0.2067 C, = 0.2470
Cy = 10 G, =%b
e Reactivity Error Reactivity Error
Level
(1)L 0 0
(0)-72 0.1433 0.0180 0 0
0.3 022 0.0251 0.1002 0.0097
0.4 0.2865 0.0273 OEL (L2 0.0141
(0.5 0.3326 0.0266 0.2264 0.0152
0.6 0.3703 0.0239 0.2714 0.0142
(0,7 0.4022 OEOILOT 0.3095 (0} (@)1 LIL T
0.8 0.4298 0.0142 0.3425 0.0083
059 0.4541 0.0077 0.31716 0.0043
1IN0 0.4759 0 : (o) S}e) e 0

*All reactivity values are in dollars.

Since all the errors were positive, a closer approximation could be
achieved by using a criterion of minimum absolute deviation for the curve
fitting. The constants and values for various power levels can be found in
Table C-6.

Since the actual operating feedback gain constants were unknown at
this date, the values of the constants used in comparing the results of the
different analysis methods were C; = $0.20 and G4 = 10 for curve 1, and
Cy = $0.279 and Cy = 5 for, curve 2.
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Table C-6%*

MINIMUM ABSOLUTE DEVIATION APPROXIMATION

Curve 1 Curve 2
Cy = 10 e
C; = 0.1993 C, = 0.241
liower Reactivity Error Reactivity Error
evel
0.1 0 0
OF2 (0] 12 +0.0128 0 0
0.3 0.2189 +0.0169 0.0977 0.0072
0.4 02762 +0.0170 (0} JLs gl 0.0099
(0.5 (0, 2207 +0.0147 0.2207 0.0095
0.6 035170 +0.0106 0.2646 0.0074
057 0.3878 +0.0053 0.3018 0.0040
0.8 0.4144 -0.0012 (56550 -0.0003
015 0.4379 -0.0085 0.3623 -0.0050
1.0 0.4589 -0.0170 QL3187 -0.0099

*All reactivity values are in dollars.
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APPENDIX D
REACTOR ANALOG COMPUTER SIMULATION

1. Introduction

This section contains a brief description of each of the components
of the analog computer simulation and the description of the entire system,

with representative voltages for each of the various variables.

2. Components
Reactor Kinetics Analog Simulator

There are many methods to simulate the reactor kinetics. One of
the two most popular is the use of a simulator developed by Pagel;(D‘l)
the other is the direct use of a common analog computer. The first method
listed usually has a drift problem, and the second one requires a large
number of amplifiers.

The method employed in this experiment was developed by follow-
ing the same principles as a simulator, but using the operational ampli-
fiers of a Modified Donner Analog Computer. This approach allows the
use of a minimum number of amplifiers, but still gives the same perform-
ance as an analog computer simulator.

The elements used are a transistorized function multiplier, an
operational amplifier on the computer, and a passive R-C network. The
R-C network is placed in the feedback path of the amplifier to provide the
effect of the six groups of delayed neutrons, and the function multiplier
provides the nonlinear effect. A schematic representation of the kinetics
simulator is illustrated in Figure D-1.

R c
I | i:l
r| =
ez ;2
(Gl
( Al R3 3
e
'( 2 Tan e Ca
Parrse
‘V alan Rs ‘C5
|
P | .
Re 6
: 2 le ¢
. (3
8
| (o
i {
l//
YERE
AK | ELECTRONIC Ll |
MuLTIPLIER | lo o E

Fig. D=1. KineticsFStmulaitons
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In order to facilitate the use of this circuit with the analog com-
puter, it was necessary to place a relay so as to reduce the resistance,
and hence the time constant, in the R-C network while the computer is in
the reset position. The relay coil is operated by the reset switch on the
computer and thus allows the capacitors to be charged to the initial con-
ditions at a very rapid rate compared with the long time constant associated
with the R-C network. The six-contact relay used to perform this task is
wired as shown in Figure D-1. The reset time with the resistors shorted
is determined by the total capacitance in the network and the computer re-
set potentiometer resistance of 80,000 ohms. The derivation and the
scaling calculations for the R-C network are as follows:

Let the current flow through each branch be Ij (i = 1,2, 3, etc). As
the gain in the amplifier is high, the potential at the summing junction of
the amplifier can be assumed to be negligible compared with the output
potential. If the output voltage be denoted by E, the following equation
can be obtained:

Q; aQ;

E = — + .
Ci. Rl dt 2

(D-1)

where Qj is the charge in ith capacitance; R; and C; are the resistance
and capacitance in ith branch, respectively.

According to Kirchoff's Law, the resultant current at the summing
junction is zero, that is,

I, =R S (D-2)
i

The current through the ith branch can be written as

dQ; Q;
e e T e (D-3)
E dt R CiR4
and the current through the capacitor as
L= -C d4E . (D-4)

dt

If the input voltage and resistance are denoted as V and R, respec-

tively,

Is = VRS (D-5)
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Substitution of Equations D-3, D-4, and D-5 into D-2 gives
Q.
dE A\ E i
—_— = = - — 4+ = 5 D-6
& dt R Z(Ri CiRi> ( )
In Figure D-1, if the input to the multiplier is called Ak, then
Vi A (D-7)

The development of the kinetics equations of the reactor is as
follows:

d O K

E—?: —ﬂTn = E—ﬁ-n-{-z 1D (D-8)
and

5Dk B;

e e (D-9)

Equations D-8 and D-9 are the same as Equations 1 and 2 in the Analytical
Derivation section, where Di has been substituted for C; in representing
the concentration of the ith delayed-neutron group. The substitution is
necessary to eliminate conflict in the use of the symbol C, which now
stands for capacitance.

E = Am ; (D-10)
IR T Ol (D-11)
GL e

A, Agy, and AD,1 are in V/n, V/ék, V/Di, respectively.

Substitution of Equations D-7, D-10, D-11, and D-12 into D-1 and
D-6 gives

¥ 0* o* dD;
N ADiD' 1= )

BiR;iCy b i iodt o

and

dn ndk Apn £*
@ A S EAG A ERENE } N T Bl
n gt o5 ok < R; i BiRgLCi D;i . (D-14)



Rearrange and compare Equations D-13 and D-14 with D-8 and

D-9. If they are going to be identical, the following

Ap,

relations should hold:

A= m = ADi (D-15)
and
A Anh oy l* SR L*Ap, ' ol
R BB GRIE
Ay = Ap 5 (D-17a)
P VT o (D-17b)
- —Az;kﬁ* 5 Bf;l (D-18)
Assume
A= NG S B0 g Agn =T
Then we have
C = 10°4%/R = 0*/BiR; ; (D-19a)
B 1 /B 6 (D-19b)

There now exists 13 equations and 14 unknowns. Thus, one un-
known can arbitrarily be chosen. By assuming C, = 2mf*, the other
thirteen unknowns are found as listed in Table D-1.

wzsile D=l

RESISTANCE AND CAPACITANCE VALUES
FOR THE KINETICS SIMULATOR

No. i R;(MQ) C;(mmif)
none 91t 7.68

i} 39.3 2

Z 6.4 4.9

3 6.8 27

4 3. 1205

5 8.1 0.088

6 32.3 0.008

*mf = microfarad
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Examine Equations D-8 and D-9 when t = 0:

%:0 Dl = 00 R = S D (e TR %no:XiDio ;
or

ﬂi EiRal o5 i’. L (D-20)

AT R T

By = Q/C (D-21)

The scaling factors just calculated required a large voltage to
reactivity ratio for input. As a result, the analog computer amplifiers
would become overloaded. At this point it was decided to change the gain
through the kinetics simulator by decreasing R to a value below 500,000 ohms.
To facilitate the changing of the reactivity input to valves other than the
3x107° Ak/k/sec used as a comparison point between the different methods
of analysis, a 500,000-ohm potentiometer was placed in the R position and
wired as a variable resistor.

Function Multiplier (Solid State) Model 3732P

The function multiplier is a standard Donner component available
for use with the analog computer, and requiring the use off threerofiithe
operational amplifiers and the computer B+ and B- voltages. The advan-
tage of this multiplier over another self-contained Donner unit that was
tried is the freedom from drift.

Reactivity Input Generator

In order to obtain ramp rate of reactivity changes, a 115-volt AC,
1-rpm Bodine motor was geared down to turn a potentiometer one revoluts
tion in approximately 4% min. Neglecting the dead zone and initial condi-
tion setting errors, this allows a continuous ramp input to occur forall
least 240 sec. With the actual expected value of control rod worth rate to
be 2.35 x 107° Ak/k/sec or less in the EBR-II, "one direction" control rod
motion times may run over 200 sec.

The Bodine motor is wired to a three-position switch which governs
the direction of rotation of the motor. The end positions cause the motor
to run in reverse directions from each other and the center position con-
nects a DC potential across the motor for dynamic braking. The dynamic
braking eliminates any coasting after the second switch time (time when
rod motion should be zero).
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The similarity between the operation of the Bodine motor and the
actual control rod motors is very close. The actual control rod motors
are three-phase synchronous machines equipped with dynamic braking.
The main difference in operation is that the time constant of the Bodine
motor is slightly longer than the 40-ms time constant of the control rod
motor. But the effect of this difference is very small and may be
neglected

Recorder

To record the results of the analog computer study, an Electro-
Instruments, X-Y recorder was used. This recorder was equipped with
a variable time base, but this base was inconsistent. As a result, a
majority of the results obtained from the analog study had 10-sec marker
points consisting of blank spaces in the trajectories. The space began
at the 10-sec point.

Auxiliary Power Supplies

During practice runs with the analog computer, the voltages neces-
sary for the activation of the R-C network relay and voltage applied to the
potentiometer of the reactivity generator were taken from the computer
power supply. The variations in computer voltages due to this slight
overload were sufficient to disturb the system. To eliminate this dis-
turbance, two New Jersey Electronics power supplies, Model S-200-C,
were incorporated into the system. The voltages available ranged con-
tinuously from about 90 to 200 V. The reduction in loading was sufficient
to permit normal operation.

Analog Computer

The analog computer used in this simulation consisted of a modi-
fied Donner Computer Model 3400. The modification consisted in using
the basic Donner control with Berkley Amplifiers. The unit had ten oper-
ational amplifiers, five of which could be used as integrators with preset

initial conditions.
Voltmeter (Hewlett-Packard Model 410B)

A vacuum tube voltmeter was used to monitor the excess reactivity
and to determine the second switch point, i.e., the point at which the excess

reactivity was zero.
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Log Voltage Amplifier

Two different log voltage amplifiers were tried as the feedback func-
tion generator. The first one consisted of a 9004 diode in the feedback path
of an operational amplifier. It was found that the use of a high input resis-
tance, greater than 100 Mohms, gave a good log curve over three decades of
input voltage, 0.1 V to 100 V, but that this arrangement when used in the
system was sensitive to other circuit parameters. As a result, a second
log amplifier was tried.

The second log amplifier was purchased from the Kane Engineering
Corp., and is called a Log Voltage Compressor, Model C-7A. This ampli-
fier is transistorized and only requires two batteries used for biasing. As
a result, the output, although small, is quite stable.

The maximum output voltage with a 100-V input is about 0.4V,
thus necessitating the use of additional operational amplifiers to bring the
voltage back up to a value usable with the function multiplier. This log
amplifier was calibrated and found to give a good log representation over
almost three decades.

3. Analog System Simulation

The analog computer system was synthesized from its components
as shown in Figure D-2, where only the basic elements are shown. All of
the ten operational amplifiers were utilized, although they are not all shown
in the schematic. For example, the three amplifiers used by the function
multiplier are included as part of the function multiplier on the schematic
and hence are not shown separately. It was necessary to include extra
amplifiers in the system to split up the gain of one section into two in order
to reduce overloading of a particular stage.

Analog Computer Reactivity Voltage Relationships

To establish a proper relationship between the voltages used on the
analog computer and the reactivity changes associated with the EBR-II
primary system, the following computations were made:

The value of the reactivity feedback at 10 V = 10% power (and at
100 V = 100% power) was measured by the null-balance method with the
analog computer; the values obtained were 27.14 and 39.75 V, respectively.

Thus, the difference of 12.6 V represents the change necessary to go from
10% to 100% power.
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To obtain the voltage relation for the rate of increase of reactivity
due to control rod motion, it was necessary to determine the time of motion
to change the steady-state control rod position from that representing 10%
power to that representing 100% power.

A
The value of reactivity feedback used in the digital solution "C In
10A" should correspond to the 12.6 V in going from 10% to 100% power.

A =
B 028 = 1.47 = 1077 dkfic T

1.47 x 103 1n(l10 x 1) - In(10x 0.1) = 1.47 x o)== {(2:3)
3.38 x 1073 Ak/k

1

Badwil s A/ =126 V.
This gives 0.268 x 107% Ak/k/V.

The time of rod motion for changing from 10% to 100% power is as

follows:
338 =107 Ak/k = vt = 3x167%t & g = 3108 Ak/k/sec  ;
& =N 127 = 105 =" 113¥sec

Therefore, the rate of change of voltage representing the rate of
change of reactivity due to rod motion is

12.6 V/113 sec = 0.1115 V/sec or 6.68 V/min

With this voltage rate, the gain of the kinetics simulator had to be
adjusted. To determine the new value, the following computations were
made:

From previous calculations, a voltage-to-resistance ratio of
85250 V/9.1 M was established, where the 352.0 V represents the change
of power from 10% to 100%.

The following proportion should then hold true:

9.1 MQ X MQ
352.0 V= 12.6 V

; X = 0.326 MQ

Since the kinetics simulator already has a resistance of 9.1 MQ, a 500-kQ
potentiometer was placed in parallel and adjusted to 0.338 M{ so as to
obtain the 0.326-M input resistance.



APPENDIX E

KINETICS EQUATIONS EVALUATION
PROGRAM WITH OPPOSING LOGARITHM FEEDBACK
(KEEPWOLF)*

This appendix contains the LGP-30 digital program written for the
evaluation of the analytical results of Case II. The purpose of this program
was to eliminate the tedious process of hand computation of power-level
trajectories. There are some restrictions in the use of this program that
might be mentioned.

1. Computer memory overflow occurs for reactivity input rates
(v) of 1.1 x 107* Ak/k/sec.

2. Convergence is slow and sometimes nonexistent for high re-
activity input rates and times below 5 sec, i.e., for
Y =3 x 1073 Ak/k/sec.

3. The program section written for the power-level evaluation
after switching does not converge for high rates of reactivity
input. This problem was not investigated.

The program as traced through a flow sheet is fairly straightforward,
except for statements "S3" and "S4," where iterative calculations are made.
These iterative calculations become necessary because the variable "A" can-
not be solved for explicitly. In order to develop a looping process to perform
the convergence, it was necessary to rearrange Equation (40) into the follow-
ing form for the first time zone:

A K
ot oY% . Z1
Ak+1 = Ay exp - t - + Ak

This equation was evaluated in the program in two steps to facilitate the
programming:
AT S
A
g A
-\t &
Stepl. o = |(Ko/By)e

A
Step 2. Ak+1 = Ay exp{% [t - € + q]}

* In the actual program (Keepwolf), a phonetic symbology was used to
express the variables.



In the program, an initial value of A} was postulated and then Ak+;
was calculated; the values of Ak and Ak+; were then compared. If there
was no difference, the value of Ax was then passed out of the loop and
printed; if there was a difference, the calculated value of Akx+; was placed
into Ak and another value of Ax4; was calculated. This continued until Ak
and Ak+; were close to the same value; the program then proceeded and
Ay was printed.

The same technique was used for the values of A in the second time
zone, and the convergence equations were

1l

R
q = [(KZZ/Ak) exp (-Xt)] L

and
v n
Mtz = Ao exp{-Lle-2t - € +al} .

The symbols used in this program differ from the rest of the text.
For the symbol correspondence, see the definitions of symbols in the
"Program Identification" section.

PROGRAM IDENTIFICATION: '"KEEP WOLF"

TITLE: EBR II KINETICS EQUATIONS WITH SWITCHING
AUTHOR: THOMAS P. MULCAHEY

TAPE 12

DATE: APRIL 1962

PARAMETER IDENTIFICATION:
INITIAL FRACTIONAL POWER LEVEL OF OPERATION

*a one - FRACTIONAL POWER LEVEL OF OPERATION AT SWITCHING TIME

akay = VAIUE OF POWER LEVEL AT ANY INSTANT IN TIME

*akayl = PROGRAM VARIABLE USED IN CONVERGENCE PROCEDURE

*akay?2 = N

tzero = INITIAL TIME-FOR CALCULATING FIRST POINT

t one = TIME OF SWITCHING

* = TIME VARIABLE

*+f = TIME VARIABLE IN FLOATING-POINT

*tfone = TIME OF SWITCHING IN FLOATING-POINT

beta = FRACTION OF DELAYED NEUTRONS

gamma = TIME RATE OF CHANGE OF REACTIVITY

lamda = DECAY TIME CONSTANT FOR DELAYED NEUTRONS

*ka si = PROGRAM VARIABLE ( BEFORE SWITCHING )

*Kkasip = PROGRAM VARIABLE ( AFTER SWITCHING )

*kzero = ) ( BEFORE SWITCHING )

*k one = i o ( AFTER SWITCHING )

*kexs = i " VAIUE OF THE EXCESS MULTIPLICATION FACTOR (AK EXS )
del 1 = CONVERGENCE FACTOR FOR THE CONVERGENCE OF akay and akayl,AND akay and akay?2
*del 2 = " USED IN DETERMINING FINAL SHUT OFF TIME (AK EXS = 0)
c = COEFFICIENT OF THE LOG TERM IN THE REACTIVITY FEEDBACK

cl = TIME ADVANCE INCREMENT ( BEFORE SWITCHING )

c2 = TIME ADVANCE INCREMENT ( AFTER SWITCHING )

c3 = TIME DECREMENT ( AFTER SWITCHING )

cl = MAXIMUM VALUE OF akay OF INTEREST

c5 = MAXIMUM VALUE OF azero OF INTEREST

c6 = TIME INCREMENT OF ADVANCE FOR THE SWITCHING TIME t one

7 - TIME INCREMENT OF DECREASE FOR t AFTER A CHANGE IN t one



c8 = INCREMENT OF INCREASE IN azero

c9 = RESET VAIUE OF t AFTER A CHANGE IN azero
clo = RESET VALUE OF t one AFTER A CHANGE IN azero
ALl = MINIMUM VALUE OF akay OF INTEREST

cl2 = MINIMUM VAIUE OF azero OF INTEREST

OUTPUT: azero, akay, Ty t one, kexs, AS WILL BE INDICATED AT PRINT-OUT TIME

BREAKPOINT OPTIONS:
bkp4 DOWN POSITION  ADVANCES azero BY AMOUNT c8
e 5 7 el e
bkpl6 MUST BE IN THE DOWN POSITION FOR PROGRAM OPERATION TO INCREASE POWER IEVEL FROM azero TO A
HIGHER VAIUE.
MUST BE IN THE UP POSITION FOR PROGRAM OPERATION TO DECREASE POWER LEVEL FROM azero TO A
LOWER VAILUE.

INPUT:
ALL TIME VARIABLES ON INPUT TAPE SHOULD BE IN INTERGER FORM IN SECONDS.
ALL OTHERS SHOULD BE IN FLOATING POINT FORM.
THE USUAL RANGE OF INTEREST FOR ALL " POWER LEVEL " VARIABLES AND CONSTANTS IS 0.1 to 1.0.

* VARIABLES MARKED IN THIS MANNER ARE CALCULATED IN THE PROGRAM AND NO VAIUE NEED BE INSERTED
IN THE DATA TAPE'

STATEMENTS :
TAPE 12
MULCAHEY AUTHOR'
EBR II KINETICS EQUATIONS PROGRAM WITH SWITCHING'
daprt'crb'uc2'M'U'L'C'A'H'E'Y' 'E'B'R' 'I'I' 'lcl' 'k'i'n'e't'i'ec's'crh'!'

sl'read'azero'read'akay'iread'tzero'iread't one'read'beta'read'gamma'read'lamda'read'del 1'
read'c'iread'cl'iread'c2'iread'c3'read 'cli'read'c5'iread ' c6'iread ' c7 'read c8"
iread'c9'iread'clO'read'cll'read'cl2"!'

s52'tzero’: 't'"

.75''e'0'x'abs'gamma': 'del 2'"'

s2'beta'/'['gamma'+'lamda'x'c']": 'ka si''
azero'x'ka si'pwr'['.1''e'l'+'lamda’x'ka si']': 'kzero''

sh2'L'reprtterk'!

daprt'a'z'e'r'o' ' ' 'uc2'='lcl''
80k4'dprt 'azero' '
sb3'daprt'erk'crl’'t’ 'o'n'e' ' ' 'uc2'='lel"'
' ' "
e B R R R

BEHLONETal

sg?['['kzero'/'akay']‘x'exp'['o'-'lamda‘x'tf']']'pwr'['.l"e‘J'.:/'[‘.l"e'l‘+‘lsmda‘x'ka ST aEE
azero'x'exp'['gamma'x'['tf'-"ka si'+'q']"/'c']" i 'akayl

s10'4f"'['abs'['akayl'-'akay']'-'del 1']'neg's18'zero's18"'"
akayl':'akay''
us?"sj" v

518'gamma'x'tf'-"'c'x'1n'['akay'/'azero']': 'kexs''

s29'set'sl9'to'sl2"’

sll'cr'800"iprt't'"
1105'dprt 'akay'"'
14ok'print 'kexs'"

s19'go to's0'!

s12'vkph'use's6"' "
bkpB'use'sT"''

s13'if'['t'i-'t one']'zero'sl6'pos'sl5"’

i 1 Tatgt

slh't'i+'cl’: "'t
use's33''

s15't one':'t!"'
use's33"!

1 l:' one Tt

e s erh tuca! S TMTIC ! MY TMIEY 'RVE'ATCUR'ED leL erb !

59'0'flo't one':'tfone''

. beta'/'['lamda'x'c'-"'gamma']": 'kasip'’ e el
['a one'x'exp'['lamda'x'tfone']']'x' [ 'kasip'+'tfone'-'['c' /' gamma']'x
in'['a one'/'azero']"]'pwr'['.1""e'1l"+'lamda'x kasip']': 'k one''

o314 14+c2' 1t

z§ﬁ'o'ﬂ0‘t'='t¥"



sU'['['k one'x'exp'['0'-"lamda'x'tf']']"/'akay' I'pur'['.1"'e'1! /' ['.1" 'e'1 "+  1amda X kasip' ' ]': 'q"!
azero'x'exp'['0'-'['gamma'/'c']'x' ['t£'-".2" 'e'1"x tfone - "kasip'+'q']']': 'akay2'"
s5'1f'['abs'['akay2'-'akay']'-'del 1']'neg'sB'zero's8""
akay2':'akay''
use'sh''
s8'gamma'x'['.2"'e'1'x"tfone'-"t£']'-'c'x'1n' [ 'akay'/'azero']": 'kexs'"
s17'ret'sl9'use'sll'!'
s20'if'['abs'kexs'-'del 2']'pos's21'’
s31'if'['azero'-'cl2' ] 'neg's28""
830'if'['akay'-'cll']'neg's26""
s25'if'['akay'-"cl']'zero's6'pos's6" '
sT't one'i+'c6':'t one''
s27't one'i-'c7':'t"!
cr'daprt'uc2'C'H'A'N'G'E' 'lel't' 'o'n'e'!
use'sh3'!
s6'if'['azero'-'c5']'zero's28'pos's28" "
s26'azero'+'c8': 'azero"’
9ttt
clO':'t one'!
daprt'uc2'cri'C'H'A'N'G'E' 'lcl'a'z'e'r'o"!'
use's2"'
s21 "okplt'use's6"' !
bkpB'use'sT"’
bkpl6'use's22'!'
0'-'kexs':'kexs'"'
s22'if'kexs'pos's23'"
£14-Te31 15
use's34'"
s28'stop'"'’
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LIST OF SYMBOLS

Fraction of power level of operation

Area

Constant relating analog voltage and neutron density
Constant relating analog voltage and reactivity
Constant relating analog voltage and delayed neutrons
Initial value of A

Value of A at first reactivity reversal time t,

Value of A at t,

Subscript indicating a relation to bonding material
Fractional flow rate

Capacitance, electrical or thermal (thermal capacitance

per unit length)

Coefficient of the log feedback term

Heat capacitance of coolant per pound

Subscript indicating relation to coolant

Subscript indicating relation to cladding

Constant (see Equation 38a) for Case I

Constant (see Equation 29) of integration

Constant (see Equation 29) of integration

Constant (see Equation 39)
)

Constant (see Equation C-22

Constant (see Equation C-22

(
(
(se
(se

Constant (see Equation 40
(se
(ee
Constant (se
(se

)
)
see Equation C-24)
Constant e Equation C-25)
Concentration of delayed neutron precursors
Diameter of fuel pin

Diameter of fuel pin plus sodium bonding

Diameter of fuel pin plus sodium bonding plus stainless

steel cladding
Voltage

1Lty
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Subscript referring to fuel subassembly
See Appendix C, Section ke

Subscript indicating relation to fuel

A particular function of x (see Equation 14)
A particular function of x (see Equation 15)
A particular function of x (see Equation 16)
Transfer functions (see Equation C-9)
Transfer functions (see Equation C-11)
Convection heat transfer coefficient
Particular function of x (see Equation 20a)
Particular function of x (see Equation 20b)
Subscript indicating ith group

Current Equation D-2

Constant (general)

Constant Case I (see Equation 30)

Constant Case II (see Equation 31)

Coolant feedback reactivity coefficient
Fuel feedback reactivity coefficient
Constant defined Equation 28

Constant defined in Equation C-15b
Constant defined in Equation C-15c
Constant defined in Equation C-15a

Heat conductance

Constant (see Equation C-20)

Constant (see Equation C-20)

Constant (see Equation C-20)

Constant (see Equation C-20)

Constant (see page 99)

See Equation C-10b

See Equation C-10c

Ratio of neutrons produced in one generation to previous
generation



k =

exs g

Ak
Ok, &k, 6ke

<

1EIG)

Keff = 1

Voltage relationship (see Equation D-9)

Small changes in reactivity

Prompt neutron lifetime

b/kest

Length

Mass in slugs

Mass in pounds

Neutron density

Particular or initial neutron density

Change in neutron density

Charge (electrical)

Heat generation in average fuel element
Resistance, thermal or electrical

Subscript referring to structure

Laplace transform variable

Time

As subscript indicates total

Substitution variable (see Footnote, Equation 24)
Time at first reactivity reversal

Time at second reactivity reversal
Feedback time constant (see Equation C-10a)
Feedback time constant (see Equation C-14a)
Feedback time constant (see Equation C-14b)
Feedback time constant (see Equation C-1l4c)
Change in fuel temperature

Change in coolant temperature

Substitution variable (see Equation 18)
Over-all heat transfer coefficient

Voltage (see Equation D-5)

Velocity



X Substitution variable for fractional reactor power (see
Equation 12)

y Substitution variable for time (see Equation 12)

Z Subscript indicating a zone

Z1 Subscript indicating a relation to first time zone

Z2 Subscript indicating a relation to second time zone

Z3 Subscript indicating a relation to third time zone

exp Symbol indicating e to a power

In Symbol indicating natural logarithm

3 Constant-relation to step change of reactivity

a Relation of neutron density to power

B Delayed neutron fraction

el Reactivity change rate

& Constant which sets the zero reactivity point in "log
feedback" expression

) Reactivity above base power level k/keff

Py Reactivity input to reactor

P, Reactivity feedback

n(€) Substitution variable (see Equation 21)

€ Substitution variable (see Equation 22)

é Constant used to simplify switching equation (see Equation 71)

g Constant used to simplify switching equation (see Equation 75)

A Decay constant for delayed neutron group

$ Measurement of reactivity - dollars
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